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a b s t r a c t 

In this paper, we detail the retrieval methods developed for the analysis of the spectral data from the 

JIRAM experiment on board of the Juno NASA mission [1], operating in orbit around Jupiter since July 

2016. Our focus is on the analysis of the thermal radiation in the 5 μm transparency window in regions 

of lesser cloud opacity (namely, hot-spots). 

Moving from the preliminary analysis presented in [2], a retrieval scheme has been developed and 

implemented as a complete end-to-end processing software. Performances in terms of fit quality and 

retrieval errors are discussed from tests on simulated spectra, while some example and issue from usage 

on actual Jupiter data are also discussed. 

Following the suggestion originally presented in [3] for the analysis of the data from the Near Infrared 

Mapping Spectrometer (NIMS) on board of the NASA Galileo spacecraft, the state vector to be retrieved 

has been drastically simplified on physically sounding basis, aiming mostly to distinguish between the 

’deep’ content of minor gaseous components (H 2 O, NH 3 , PH 3 ) and their relative humidity or fractional 

scale height in the upper troposphere. The retrieval code is based on a Bayesian scheme [4], comple- 

mented by simulated annealing method for most problematic cases. 

The key parameters retrievable from JIRAM individual spectra are the NH 3 and PH 3 deep contents, the 

H 2 O vapor relative humidity as well as the total aerosol opacity. 

Limitations related to the approximations of forward model methods are also assessed quantitatively. 

© 2017 Elsevier Ltd. All rights reserved. 
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1. Introduction 

The Jupiter InfraRed Auroral Mapper (JIRAM) is an instrument

on board of the NASA Juno spacecraft [1,5] . JIRAM includes a slit

spectro-imager, operating in the near infrared spectral region (2–

5 μm) and two image channels. The M filter channel acquires im-

ages in a broad spectral range centered around 5 μm, while the L

channel passband is centered around 3.3 μm. The M and L channels
∗ Corresponding author. 
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re intended to provide the spatial context of the spectral data dur-

ng the observations of the thermal emissions from the upper tro-

osphere (down to approximately 6 bar for cloud-free conditions,

ut usually limited to the altitude of upper cloud deck between

 and 0.7 bar) and the aurorae, respectively. Adriani et al. [1] dis-

ussed extensively the science objectives of the JIRAM experiment.

mong them, the studies of the composition of the upper tropo-

phere and of the properties of the auroral emissions are the ones

hat have driven both the design of the instrument and the obser-

ations planning. 

This work describes the main properties and performances of a

etrieval code developed for the analysis of JIRAM spectra in the

http://dx.doi.org/10.1016/j.jqsrt.2017.08.008
http://www.ScienceDirect.com
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Fig. 1. Example of a JIRAM spectrum acquired in the brightest parts of a Jupiter 

Hot Spot (198th spectrum from frame JIR_SPE_RDR_2016238T205131_V01.DAT). The 

inset box map shows the spectrometer pixel borders. Spatial resolution is approx- 

imatively 500 km and emission angle is 29.5 °. The spectrum was acquired at 7.8 

local solar time (sun-zenith angle of 64 °). 
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(  
 μm methane transparency window to obtain information on the

omposition of the upper troposphere. In fact, this spectral region

s particularly interesting because it hosts the spectral lines of sev-

ral minor constituents of Jupiter atmosphere like H 2 O and NH 3 ,

hat are the main carriers of oxygen and nitrogen in Jupiter at-

osphere. Moreover, the 5 μm region is spectrally far enough from

he peak of the solar radiation and therefore it is largely domi-

ated by the thermal emission of the atmosphere. Fig. 1 shows

n example of the JIRAM spectrum acquired over an Hot Spot

n this spectral region at 7.8 local solar time (sun-zenith angle

f 64 °). 
Jupiter emission at 5 μm has been observed at low and inter-

ediate latitudes with space- and ground-based observations (see

6] , for a recent example). Few bright distinctive areas were noted:

he Hot Spots (the brightest features), associated with the grey ’fes-

oons’ observed in the optical domain between the Equatorial zone

nd the North equatorial Belt [7] ; the rim of the Great Red Spot;

he entire South Equatorial Zone and the areas surrounding the

hite ovals in the South-South Tropical Belt. In the bright areas,

he thermal photons emitted at an effective level of a few bars are

arginally absorbed by the clouds, allowing to probe the deeper

arts of the troposphere. The ultimate source of opacity at 5 μm is

epresented by the molecular hydrogen collision-induced absorp-

ion, which - even in the absence of other minor components or

louds – reaches an optical thickness of 1 around the 5.5 bars level.

Nonetheless, most of the Jupiter’s disk appears dark at 5 μm,

uggesting a full coverage by thick clouds: indeed thermochemi-

al equilibrium models for globally averaged conditions of Jupiter

8,9] predict three cloud levels of different com positions - ex-

ended over several tens of kilometers in altitude – derived from

he condensation of H 2 O, NH 3 and NH 4 SH. The brightness temper-

ture study by Drossart et al. [10] demonstrated that, at least in the

quatorial region, the uppermost level of putative NH 3 ice must

ave some residual transparency, allowing some radiation from the

armer regions below to escape to space. Further analysis by Ir-

in et al. [11] found that brightness changes at 5 μm are mostly

orrelated with opacity changes of cloud layers lying at pressure

evels between 1 and 2 bars than to variability of the higher NH 3 

louds. In accordance with models, these layers are expected to be

omposed mostly by NH 4 SH, but the lack of detection of expected

pectroscopic signature suggests that a substantial fraction of other

aterials must also be present. 
. JIRAM data 

The JIRAM spectrometer covers the 2–5 μm range with a sam-

ling step of about 10 nm and a nominal spectral resolution of

bout 12 nm. The JIRAM spectra are acquired simultaneously along

 slit of 256 spatially-adjacent pixels. The field of view of individ-

al pixels (in the spectrometer as well as in the imager) is 250

rad. 

Spatial resolution at the nominal 1-bar level varies greatly be-

ause of the large eccentricity of Juno’s orbit. Albeit JIRAM data

re collected in the vicinity of pericenter, strong variations of the

uno-Jupiter distance are found in the dataset. For example, during

he first perijove of August 2016, more than 1.1 ·10 6 JIRAM spec-

ra were acquired at distances ranging from 2.5 ·10 6 to 8.6 ·10 4 km,

ith corresponding fields of view between 625 and 21 km. The

ean distance in the same period was 1.04 ·10 6 km, correspond-

ng to a spectral field of view of 250 km. 

Juno is a spinning spacecraft, and by design, JIRAM slit is paral-

el to the spin axis in order to allow rotation compensation during

he exposure with typical duration of 1 s for the spectrometer. 

Data acquired during the flyby of the Moon in October 2013

5] and during the first perijove [12] demonstrated that JIRAM

pectrometer benefits from excellent radiometric performances. A

reliminary estimate performed prior to Jupiter orbit insertion

et the Noise Equivalent Radiance (NER) value at 5 μm around

.8 × 10 −1 μW/(cm 

2 sr μm). This value was adopted in the analysis

escribed below. 

. Description of the retrieval code 

The information content of individual JIRAM spectra has been

escribed in the preparatory work of [2] . Starting from these con-

epts, we developed an end-to-end retrieval code based on the

ayesian formalism [4] . The code is largely derived from a simi-

ar software previously developed for the analysis of VIRTIS-Venus

xpress data [13] . The code is intended to study the composition of

he upper troposphere – between the 6 and 1 bar levels – at loca-

ions where a moderate cloud optical thickness ( τ < 1) allows the

hermal radiation to be emitted in the considered pressure range

or measurements from space. Hot Spots were considered as study

ases during development. 

Despite the advances in computer speeds and storages from the

IMS era, computational time remains a major issue for a code

imed to process a very large dataset such as the one expected

rom JIRAM (in the order of 10 7 spectra). The analysis of each

pectrum requires typically twenty iterations, and a minimum of

5 forward simulations (computation of the expected spectrum for

iven physical conditions of the atmosphere) are required at each

teration. Even with pre-computed tables of gaseous opacity avail-

ble, line-by-line radiative transfer simulation of a single spectrum

ccording the DISORT algorithm [14] requires a time in the order

f 40 s on the test computer used for the code development (In-

el Core i7 2.8 GHz, 4GB RAM). In these conditions, we deemed

ecessary to adopt simplified, albeit approximate, methods for the

reatment of forward radiative transfer. The current version of the

ode (February 2017) includes a forward radiative transfer model

ased on the correlated-k method [15] considering 30 quadrature

oints. The correlated-k method has been adopted for the sole

urpose to reduce drastically the number of points where radia-

ive transfer computation shall actually be performed. Historically,

nother advantage of the correlated-k method has been the pos-

ibility to derive correlated-k coefficients for different gases di-

ectly from moderate resolution experimental measurements [16] .

owever, the degree of completeness achieved by line parameters

ists such as HITRAN [17] in the spectral region of our interest

 λ> 2 μm) has made this advantage not relevant for our purposes.
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Fig. 2. Simplified gaseous mixing ratio profiles assumed as free parameters to fit 

observed spectra. 
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Radiative transfer equation at each quadrature point is solved ac-

cording the two-streams approximation, as implemented in [18] by

Eqs. (1)–(8) and (19)–(43) therein. The joint usage of correlated-k

and two-streams approximations allowed a reduction of the time

required by the radiative transfer simulation of a single spectrum

to 1.2 s. 

The retrieval code considers the spectral range between 4 and

5 μm and only the thermal source. While of obvious interest, the

inclusion of the solar-dominated spectral range of 2–4 μm would

require the treatment of solar scattering, with significant computa-

tional burden and considerable uncertainties in the forward model-

ing errors related to the assumptions on the cloud properties (this

is especially true for the upper cloud deck and haze). On the other

hand, the ’no solar source’ approximation is partly justified by our

specific focus on the more transparent regions, assumed to cor-

respond to the brightest areas where the analysis of [10] , found

that the scattered solar contribution is between 100 and 800 times

smaller than the thermal component. 

The atmosphere is modeled as a stack of 43 plane-parallel lev-

els, uniformly spaced in log(p) between 22 bar and 38 millibar. The

vertical temperature profile is fixed and assumed to be the one

measured by the Galileo Entry Probe [19] . 

The code takes into account the opacities of CH 4 , H 2 O, NH 3 ,

PH 3 , AsH 3 , GeH 4 and H 2 absorption induced by collisions (CIA)

with H 2 itself, He and CH 4 . The treatment of the far wing shapes

and line cut-offs values as long as the spectroscopic data for these

gases are similar to those reported in [2] . A few differences should

be noted: data derived from HITRAN were updated to the latest

HITRAN 2012 release [17] , the line-mixing effects for the strongest

lines of ν3 CH 4 band were included according to the method

described in [20] , PH 3 line parameters were integrated with the

publicly-available section of the data described in [21,22] . Line-by-

line computation of the opacities of gases at different temperatures

and pressures are eventually used to create a file of correlated-k

coefficients for each gas. These coefficients files needs to be com-

puted only once and can be used for the any subsequent simula-

tion including the gas of interest. 

Following Giles et al. [23] , we adopted a very simple model

for the putative NH 4 SH cloud, assumed to have a single scatter-

ing albedo ω = 0.9 and an Henyey–Greenstein phase function cor-

responding to an asymmetry factor g = 0.7 in the entire spectral

range of interest. The single scattering albedo and the asymme-

try factor are used in Eqs. (3)–(6) of [18] to handle the anisotropic

scattering of particles. The cloud is assumed to lie between the

0.75 and 1.3 bar levels, values roughly consistent with the GEP

nephelometer data [24] . This is the only cloud included in our re-

trieval scheme. This assumption is indeed rather strong, since it

has been derived from the very specific conditions (extreme dry-

ness, very low opacity) experienced by the GEP. In matter of fact,

care shall be exercised in interpreting results for opacities at 5 μm

greater than an approximative value of 1, since these could likely

correspond to more complex cloud structures. Namely, with in-

creasing optical thickness, clouds are expected to become more ex-

tended in altitude (with a non negligible gradient of opacity along

air temperature) and to show considerable opacities well below

the 2 bar level [9] . 

Following the approach presented in [3] , we considered a rather

simple set of free atmospheric parameters to model the observed

spectra. The vertical mixing ratios of H 2 O and NH 3 are described

by two free parameters each: an altitude-independent relative hu-

midity (RH), for altitudes above the condensation level and a uni-

form deep mixing ratio for altitudes below the condensation level.

PH 3 vertical mixing ratio is considered to be uniform below the

1 bar level, while above this level it decreases with increasing alti-

tude according to a fixed relative fraction of the local scale height

(FSH). AsH 3 and GeH 4 mixing ratios are allowed to vary, but are
ssumed to be uniform with altitude. The last free parameter is

he total opacity of the 1-bar cloud. Fig. 2 summarizes the free pa-

ameters of the retrieval code. 

The retrieval of the above mentioned parameters is per-

ormed using an iterative Gauss–Newton procedure, inclusive of

 Levenberg–Marquardt method ( [4] , Eq. (5.36)), required to avoid

onvergence to local minima. The iterations stop when the changes

f the retrieved parameters between consecutive iterations are

ithin the formal retrieval errors. More precisely, we adopted the

 i 
2 criterion given by expression (5.29) in [4] . A final evaluation

s performed comparing the residuals and JIRAM NER: a simulated

nnealing method (as presented by Press et al. [25] ) is eventually

nvoked if the value of χ2 (defined for this purpose as the mean

uadratic difference between the best-fit and observed spectrum

s weighted by the NER) exceeds a given threshold level. 

We choose to retrieve the logarithm of the free parameters (i.e.:

he elements of the state vector) to avoid non-physical negative

alues. The a priori values of the state vector, as well as the cor-

esponding standard deviations used to build up the uncorrelated

 priori covariance matrix S a are taken from [3] and are listed in

able 1 . Note that the tests described in Section 4 demonstrated

he actual insensitivity of our data to the NH 3 relative humidity

nd PH 3 relative scale height: consistently, these parameters are

ot reported in Table 1 . During retrieval they are set to 13% and

5%, respectively. Off-diagonal elements of S a are set to zero. 

. Validation 

Our analysis tools have been preliminary validated on simulated

bservations, prior to the orbit insertion of Juno. These activities,

escribed in this Section 4 , were performed by removing from at-

ospheric composition GeH 4 , AsH 3 and CO, whose spectral effects,

ere deemed as minor compared to the spectral signatures of CH 4, 

 2 O, NH 3 and PH 3 , as discussed in [2] . The validation tests de-

cribed in this section were performed assuming an observation

mission angle of 25 °, to be compared against a mean value of ob-

ervation emission angle of JIRAM spectra acquired during the first

erijove of 32 °

.1. Forward model approximations 

The errors introduced by the approximations made in the de-

elopment of the forward model have been estimated statistically

ith numerical tests. First, we created a population of different

nput state vectors. Then, for each state vector, we computed the

imulated spectrum with a) the algorithm embedded in the re-

rieval code with b) a much slower full physics line-by-line code.

n the latter case we used a much finer vertical discretization (171

evels) and the scattering was accounted for with the DISORT al-
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Table 1 

Retrieved parameters: x a is the a priori value of the parameter, while the 10 xa elements give the equivalent, commonly-used, 

physical quantities (ppv stands for parts per volume, i.e. molar fraction). σ (x a ) is the corresponding standard deviation used to 

build the S a covariance matrix, and σ ( x ) is the square root of the covariance matrix S of the retrieval, as computed at the first 

iteration. 

[H 2 O] deep [H 2 O] RH [NH 3 ] deep [PH 3 ] deep [AsH 3 ] deep [GeH 4 ] deep τ @ 5μ

x a −2.74 1.00 −3.66 −6.22 −9.34 −9.62 0. 

10 xa 1.81 ×10 −3 [ppv] 10. [%] 2.2 ×10 −4 [ppv] 6. ×10 −7 [ppv] 4.5 ×10 −10 [ppv] 2.4 ×10 −10 [ppv] 1. 

σ ( x a ) 1.0 0.48 0.56 0.63 0.5 0.5 1. 

σ ( x ) 0.884 0.012 0.012 0.006 – – 0.005 

Fig. 3. Performances of the forward radiative transfer model embedded in the retrieval code, as assessed against the results obtained using a full line-by-line code based 

on DISORT and with a high density vertical sampling. Panel a.: systematic and random components of differences, in absolute terms. Panel b.: systematic and random 

components of differences, in relative terms with respect to line-by-line code. 
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orithm [14] , after the expansion of the Heyney–Greenstein phase

unction (with g = 0.7) in Legendre polynomials. Statistical com-

arison of spectra against their counterparts allows a quantitative

ssessment of the impact of the forward model approximations.

arameters included in the state vector are: [H 2 O] deep , [H 2 O] RH ,

NH 3 ] deep , [NH 3 ] RH , [PH 3 ] deep , [PH 3 ] FSH and cloud opacity at 5 μm.

he population of the input state vectors was created as follows.

or each element of the population: 

1. We created a set of 7 (statistically independent) random num-

bers with zero mean and standard deviation of 1. 

2. The σ ( x a ) was multiplied by these random numbers and

added to the x a elements listed in Table 1 . For log 10 ([NH 3 ] RH )

we assumed x a equal to 1.1 and σ ( x a ) equal to 0.477. For

log 10 ([PH 3 ] FSH ) we assumed x a equal to 1.39 and σ ( x a ) equal

to 0.442. This returned a random state vector. 

The test was repeated for 256 cases (total size of the test pop-

lation), the size being justified by the aim to reproduce a JIRAM

lit. The JIRAM slit has a length of 256 pixels, and JIRAM acquires

imultaneously the spectrum for each of the 256 pixels. In order

o simulate extended spatial features as seen over the Jupiter disk,

he values corresponding to the same physical parameter in dif-

erent cases (different spectra) are not statistically independent. In

atter of fact, for each element of the state vector, we created a

andom array of length 256, where a correlation length of 35 was

mposed along the array. This correlation length was achieved mul-

iplying an initial array of length 256 of fully-independent random

raws by the Cholesky decomposition of the required correlation

atrix C. The correlation matrix C (of size 256 × 256) was defined

s C[ i,j ] = exp( −(( i −j ) ̂ 2)/(L ̂ 2)) where i and j indexes vary from 1 to

56 and L is equal to 35. 

Since we are interested mostly in the IR bright areas, the spec-

ra comparison was limited to cases where the residual opacity of

he 1-bar cloud was less than 1: this reduced the effective popula-

ion size to 143. Fig 3 a and b show the results in relative as well
s absolute terms. Albeit the performances of the forward model

re – at least in the spectral regions with high signal - in line with

hose expected for the correlated-k methods (better than 5% for

he NEMESIS code [15] ), they remain inadequate to fully exploit

he excellent radiometric performances of JIRAM. At worst, the ra-

io between random modeling error and NER reaches values up to

5. Further tests – performed introducing the modeling approxima-

ions one by one and considering the mean amplitude of induced

rrors - demonstrated that the random modeling errors are mostly

aused by the treatment of the scattering (consistently, they tend

o diminish with decreasing residual opacity), secondly to the us-

ge of correlated-k method instead of a full line-by-line approach

nd only marginally to coarser vertical sampling grid. The order is

eversed for the systematic components. Despite the obvious limi-

ations described above, no viable alternative is presently available

or the forward modeling, since both the usage of DISORT or the

doption of a line-by-line code would increase the retrieval time

rom a few minutes to a few hours. Net effects of this compromise

re described in the following section. 

.2. Retrieval performances 

Validation of the retrieval code consists essentially in a direct

stimate of the retrieval errors from numerical tests. Errors may

rise from several factors: 

1. Discrepancies between observed and best-fit spectrum. In the

ideal case, this difference would show random fluctuations with

a standard deviation equal to NER. 

2. Approximations in the forward radiative transfer model, com-

puting time driven (namely: correlated-k instead of line-by-line

and two-streams instead of DISORT). 

3. Uncertainties in the adopted parameterization of the vertical

distribution of the gases. 
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4. Uncertainties in the spectroscopic aerosol and gas models

(aerosol phase functions, spectroscopic line databases, far wing

shapes, etc.). 

The Bayesan approach directly maps the NER into the retrieval

error, therefore point 1 of the above list is formally accounted for

(see formula 5.13 in [4] ). However, even in the ideal case, signif-

icant departures from ideal performances can be induced by the

highly non-linear nature of the problem. In order to evaluate these

effects, we performed a set of simulated retrievals. We consid-

ered the set of simulated observations performed with the forward

model embedded in the retrieval code, with the parameters de-

scribed in Section 4.1 . We added a random error, with statistical

properties equal to JIRAM NER, to the simulated spectrum. Then

the simulated noisy spectrum was fed into the retrieval code and

the results were compared with the state vector used into the sim-

ulation. 

Fig. 4 shows the results limited to the cases where the residual

cloud opacity is smaller than 1. Fig. 5 summarizes the modeling

capabilities. 

The retrieval code has demonstrated to behave nearly ideally:

the final χ2 approaches 1 and the mean values of retrieval errors

are close to the square root of the diagonal elements of the covari-

ance matrix of the solution, as listed in the last row - σ ( x ) - of

Table 1 . The relative humidity of NH 3 and PH 3 scale height were

essentially not constrained, demonstrating the effective lack of in-

formation content in JIRAM data on these two parameters. This

is not surprising, since both parameters describe the vertical pro-

file of these gases at pressure levels not probed by JIRAM weight-

ing functions (as shown in Fig. 2 of [2] ). Deep mixing ratio of

H 2 O is an ambiguous free parameter: given our parameterization

of [H 2 O] vs. altitude, only low values of [H 2 O] deep (approximatively

5 ×10 −4 ppv) determine a condensation level high enough in alti-

tude to place the region of constant mixing ration within the pres-

sure range probed by JIRAM. Conversely, in our simplified model, a

constant deep mixing ratio of H 2 O is usually achieved well below

the region probed by JIRAM weighting functions. 

Similar runs on simulations at different emission angles con-

firmed that the code performances remain the same between the

emission angles of 0 ° and 50 °. 
In order to assess the effects of the forward model approxima-

tions on the retrievals the same test was repeated analyzing the

spectra simulated with the full physics code (line-by-line, DISORT,

171 levels). The emission angle was set again to 25 °. Figs 6 and

7 summarize the retrieval performances. Noteworthy, in this fur-

ther run the retrieval code still retained in its forward radiative

transfer subroutine the correlated-k and two-streams approxima-

tions. The retrieval code is capable to model the observed spectra

with an accuracy better than the typical errors associated to the

forward model approximations (compare Figs. 3 a and 7 b): some

systematic retrieval errors due to over-fit (i.e.: the effort of the al-

gorithm to match the data at the level of formal NER despite ac-

tual greater forward modeling uncertainties) of data are therefore

to be expected. Albeit the radiative transfer approximations reduce

the overall performances, the code retains its capability to reduce

substantially the uncertainty with respect to the realistic variations

used to define the a priori variance. Table 2 summarizes retrieval

performances as inferred from these two numerical tests. The pa-

rameter most adversely affected by forward model approximations

is probably the total opacity: the slight systematic excess in the

estimate of radiance for a given state vector are erroneously com-

pensated during the retrieval increasing the retrieved values of the

opacity. This effect is particularly evident for very low opacity val-

ues. 

The same numerical approach is less effective for factors 3 and

4. Here, we are not dealing with deliberate simplifications, but
ith alternative hypothesis to our best-guess assumptions. There-

ore, the guesses required to create populations of simulated spec-

ra would become more and more questionable. For practical pur-

oses, the last two rows of Table 2 provides an effective minimal

stimate of retrieval errors from JIRAM data with the current code.

. Use on real JIRAM data 

The arrival of the Juno spacecraft at Jupiter allowed the first

ssessment of the actual instrument performances, namely: 

• Standard deviation of the calibrated JIRAM observations of the

deep space, as acquired pointing far away from Jupiter disk, al-

low to estimate the component of the random error not asso-

ciated to the signal photon noise in the actual operative ther-

mal conditions. This component includes – among the others

– the readout noise and the photon noise associated to the in-

strument thermal background (whose mean value is removed

during the calibration process). The value of this component

turns out to vary between 1.5 and 5 × 10 −2 μW/(cm 

2 sr μm). On

the other hand, photon noise related to Jupiter signal inside the

5 μm transparency window has a similar magnitude: i.e.: maxi-

mum of 2 × 10 −2 μW/(cm 

2 sr μm). This latter component can be

estimated from typical values of the square root of the number

of photons from Jupiter collected by JIRAM in operative con-

ditions and from the JIRAM radiometric responsivity (defined

as the ratio between calibrated and raw spectra). The quadratic

sum of these figures provides a rough estimate of the effec-

tive NER of JIRAM spectra and demonstrates that over bright

hot spots a signal-to-noise ratio exceeding 500 is commonly

achieved. 
• Spectra of IR bright regions allow to validate the spectral cal-

ibration. We performed firstly a preliminary retrieval of atmo-

spheric parameters from an actual JIRAM spectrum of a bright

Hot Spot, assuming for the instrument the design spectral sam-

pling grid and spectral resolution. From the retrieval results,

we computed the expected theoretical spectrum at very high

spectral resolution (0.01 cm −1). On this high resolution spec-

trum, we applied a series of convolutions to simulate JIRAM re-

sponses with different shifts on wavelength sampling grid and

degradation factors for spectral resolution. On the basis of the

best match with observed spectrum, we concluded that in the

5 μm transparency window the spectral sampling positions are

essentially confirmed, while the effective spectral resolution is

degraded by a factor of 1.3. Therefore, in this region the effec-

tive spectral resolution is about 16 nm. 

Some further considerations arose from the retrieval code itself:

• It was immediately evident that GeH 4 and AsH 3 must be in-

cluded in the atmospheric composition, in order to properly

match the spectra. 
• An attempt was made to introduce a deep (5 bar) cloud, fol-

lowing the approach presented by [26] , but this methodology

demonstrated to produce negligible improvements of the fit

quality in the analysis of JIRAM Hot Spots spectra and there-

fore represented, in our opinion, an unnecessary complication.

This option can still be included for the analysis of other re-

gions, since [27] suggested that a similar structure may exists

at latitudes different than those typical of the Hot Spot occur-

rence. 

Fig. 8 shows two examples of retrievals using spectra extracted

rom the Hot Spot region of Fig. 1 . In both cases, the average dif-

erence between observed and best fit spectrum are below 5%. Val-

es of the atmospheric parameters retrieved in this region are dis-

ussed extensively in [28] and are essentially in line with previous

xpectations for Hot Spot conditions. Once the entire set of spectra
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Fig. 4. Retrieval performances of analysis code, as estimated from a test run on a population of simulated observations. Each panel compares the input values (black curves) 

used to compute the simulated spectra against the retrieved values (red triangles). Each triangle corresponds to an individual spectrum, independently analysed. Comparison 

is performed only for cases where residual opacity of 1-bar cloud is less than 1. Each panel reports also: 〈 �〉 , the mean difference between true and retrieved value; σ ( �), 

the standard deviation of the difference between true and retrieved value; σ (xa), the standard deviation of the corresponding element in the a priori state vector. Panel a: 

log10 of deep H 2 O vapor mixing ratio; Panel b: log 10 of H 2 O vapor relative humidity; Panel c: log10 of deep NH 3 mixing ratio; Panel d: log 10 of NH 3 relative humidity; Panel 

e: log 10 of deep PH 3 mixing ratio; Panel f: log 10 of PH 3 relative scale height; Panel g: log 10 of 5 μm opacity of the residual 1-bar cloud. (For interpretation of the references 

to color in this figure legend, the reader is referred to the web version of this article.) 
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Fig. 5. Modeling performances of analysis code, as estimated from a test run on a population of simulated observations. For both panels, only cases where residual opacity 

of 1-bar cloud is less than 1 were considered. Panel a: distribution of χ 2 for fit residuals. Panel b: differences between observed (simulated) data and best-fit spectra. Black 

curve (“systematic”): mean difference, as computed over the population; red curve (“random”): standard deviation of the difference; blue curve: NER value assumed for the 

test. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 6. The same as Fig. 4 , but applying the analysis code to a population of simulated spectra computed using a full line-by-line code inclusive of DISORT. This test provides 

our current best simulation of actual operative conditions. 

 

 

 

 

 

 

 

 

 

 

with a retrieved cloud opacity lesser than 1 is taken into account

(for a total of 107 spectra) and the corresponding population of

the spectral fit residuals is considered, some systematic differences

( Fig. 9 ) can be noted: 

• The depth of the strong minimum at 4.95–4.96 μm is seldom

reproduced in the simulated spectra. This feature is associated
to the H 2 O vapor absorption and cannot be improved including

in the forward model the MT_CKD continuum [29] . Albeit simi-

lar models for H 2 O vapor continuum were used in past analyses

of the Jupiter atmosphere [3] , their use remains questionable,

since they have been empirically derived for Earth-like condi-



D. Grassi et al. / Journal of Quantitative Spectroscopy & Radiative Transfer 202 (2017) 200–209 207 

Fig. 7. The same of Fig. 5 , but applying the analysis code (that still retains in its forward radiative transfer subroutine the correlated-k and two-streams approximations) 

to a population of simulated spectra computed using a full line-by-line code inclusive of DISORT. The degradation of performances with respect to Fig. 5 represents the net 

effect of the limits in the treatment of forward radiative transfer. 

Table 2 

Retrieval performances of the analysis code, as inferred from numerical tests. σ (xa) elements are the cor- 

responding standard deviations used to build the Sa covariance matrix. σ (x) are the square roots of the 

diagonal elements of the solution covariance matrix S, as computed at the first iteration. 〈 �〉 is the mean 

difference between true and retrieved value; σ ( �) is the standard deviation of the difference between true 

and retrieved value. “scrt” subscript (as for “self-consistent ratiative transfer treatment”) refers to the test 

on simulated observations computed using the same radiative transfer code embedded in the analysis code, 

“irta” (as for “inclusive of radiative transfer approximations”) subscript refers to the test on simulated ob- 

servations computed using a full line-by-line code inclusive of DISORT but retaining the radiative transfer 

approximations (correlated-k and two-streams) in the retrieval code. The last two rows (corresponding to 

the “irta” case) represent our best estimate of retrieval errors from the current code, in their systematic and 

random components, respectively. 

Log 10 ([H 2 O] deep ) Log 10 ([H 2 O] RH ) Log 10 ([NH 3 ] deep ) Log 10 ([PH 3 ] deep ) Log 10 ( τ @ 5μ) 

σ ( x a ) 1.0 0.48 0.57 0.63 1. 

σ ( x ) 0.884 0.012 0.012 0.006 0.005 

〈 �〉 scrt 0.048 −0.034 −0.006 −0.001 −0.007 

σ ( �) scrt 0.472 0.012 0.019 0.010 0.069 

〈 �〉 irta 0.122 0.007 0.065 −0.002 −0.006 

σ ( �) irta 0.559 0.028 0.102 0.029 0.179 

Fig. 8. Two examples of fitting of actual JIRAM data. Both examples are from the same Hot Spot presented in Fig. 1 and extensively discussed in [28] . 

 

 

 

 

 

 

 

 

 

 

 

 

d  
tions and their extension to the Jupiter H 2 -dominated environ-

ment can produce systematic errors. 
• A similar behavior is observed for the minimum at 4.78 μm, as-

sociated to H 2 O vapor too. 
• The minimum observed at 4.61 μm cannot be reproduced by

our best fit spectra, as well as the inflection at 4.57 μm. In our

forward model we considered a spectral resolution degradation

factor equal to 1.3, constant over the entire spectral range. This

value however is purely empirical, and one may suppose that a
lesser degradation around 4.6 μm could partially mitigate these

misfits. This hypothesis however is not supported by tests with

different degradation factors, where no clear trend in the qual-

ity of the fit can be derived in this spectral range. 
• The peak at 4.69 μm appears often smoother in the best-fit

spectra than in the observed ones. 

Noteworthy, the misfits observed while modeling real JIRAM

ata show magnitudes similar to those described in Fig. 3 and re-
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Fig. 9. Modeling performances of the analysis code once applied to actual JIRAM 

data, as estimated from the differences between observed data and best-fit spectra. 

Black curve (“systematic”): mean difference, as computed over the population; red 

curve (“random”): standard deviation of the difference; blue curve: NER value as- 

sumed for the test. Statistics were computed from the 107 spectra with a retrieved 

opacity < 1 from Hot Spot #1 discussed in [28] , the same presented in Fig. 1 . (For 

interpretation of the references to color in this figure legend, the reader is referred 

to the web version of this article.) 
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lated to the forward model approximations. In particular, the re-

gion at 4.96 μm was one where the systematic and random com-

ponents of the forward model errors is maximum. It is therefore

reasonable to suspect that misfits presented in Fig. 9 are – at least

partially – related to forward modeling approximations. 

In these circumstances, the use of χ2 to quantify fit quality re-

sults too punitive (unless the forward model error is considered to

compute an “effective” NER) and we opted to consider in future

science analysis the relative percentage discrepancy between ob-

served and best-fit spectrum (averaged over the 4.6–5 μm range)

as the most pertinent fit-quality parameter. 

6. Future work 

The development of the analysis code presented here had as

a major goal to provide the JIRAM team a robust tool ready for

the preliminary analysis of the data at the time of the first Juno

pericenter passage. Going forward, there are a number of potential

improvements we plan to test in the future: 

1. Set of retrieved parameters In [2] , we demonstrated that - even

with the NER levels expected at that times (about 100 times

higher than actually observed) – JIRAM spectra have about 17

degrees of freedom for signal, a number much higher than the

number of variables currently retrieved. On the basis of the ker-

nels curves presented in Fig. 3 of [2] , one can envisage as pos-

sible improvement the retrieval of the vertical profiles of H 2 O

vapor (between 4 and 6.8 bars) and NH 3 (between 4 and 6 bars),

as well as the vertical profile of PH 3 (in the rather large range

between 1 and 6.8 bars). 

2. Forward methods Tests on simulated observations demonstrated

that the approximations in the forward model represent the

main error source in our current analysis scheme. Among the

improvements that can be made we can mention the replace-

ment of the two-streams with the multiple-scattering matrix

operator [30] , also adopted in the well-established NEMESIS

code [15] . More difficulty is to envisage the complete replace-

ment of the correlated-k approach: a full line-by-line treatment

added to the scattering evaluation at each point of the pseudo-

monochromatic grid is computationally too expensive. A pos-

sible alternative, is represented by the so-called ’correlated-I’

method discussed in [31] , but remains be tested under Jovian
conditions. 
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