NERS544: (Introduction to) Monte Carlo Methods
Assignment 1: Elementary probability Theory Fall 2016

Revision: September 20, 2016 Alex Bielajew, 2927 Cooley, bielajew@umich.edu
Due: Thursday Sept. 15, 2016 before class

Q1.1, 20% Which of the following are candidate probability distributions? For those that are not, ex-
plain. For those that are, determine the normalization constant N. Those that are proper probability
distributions, accompanied by mathematical proof, which contain moments that do not exist?

1. f(x) = Nexp(—pz) ; 0 <z < oo where p is a positive, real constant
2. f(x) = Nexp(—pz) ; 0<x< A/uwhere u, A are positive, real constants
3. f(z) =Nsin(z) ; 0<z<mw
4. f(z) = Nsin(z) ; <z <27
5. f(x)=N/y/z ; 0<z<1
6. fle) =N/ ; 1<z<o
7. f(z) = Nx/(2® +a?)?/? ; 0< 2z < oo where a is a real constant
Q1.2, 20% Verify that the following are true probability distributions:
1 Y
1. =——— 1 . vY< h i itive, real constant
p(z) e P |z| < oo where 7 is a positive, real constan
2 1
2. p(p) = a( ;—a) T i —1< <1, where a is a positive, real constant
3. p(©) =4a 0 < © < oo where a is a positive, real constant

(02 + 2q)? ;
Q1.3, 20% Consider the probability distribution,
p(x) = (1/2)[0(x —a) + 6(x —b)] ; V |z| < co where a,b are arbitrary, real constants
What are all the moments of this distribution?
Q1.4, 20% Consider the probability distribution,
p(z) = N[Oz —a)—O(z—0b)] ; V|| < oo where a,b are arbitrary, real constants
1. Can this be a proper pdf?
2. If so, what is N7
3. Does it matter what the relative values of a and b are?
4. What are all the moments of this distribution?
Q1.5, 20% Prove:
var{z + y} = var{z} + var{y} + 2 cov{z, y}

Simplify in the case that x and y are independent.



