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Abstract. In this paper we develop a theory of Patterson–Sullivan mea-

sures associated to coarse cocycles of convergence groups. This framework

includes Patterson–Sullivan measures associated to the Busemann cocycle on
the geodesic boundary of a Gromov hyperbolic metric spaces and Patterson–

Sullivan measures on flag manifolds associated to Anosov (or more general

transverse) subgroups of semisimple Lie groups, as well as more examples.
Under some natural geometric assumptions on the coarse cocycle, we prove

existence, uniqueness, and ergodicity results.
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1. Introduction

Patterson–Sullivan measures were first constructed by Patterson [Pat76] in the
setting of Fuchsian groups and by Sullivan [Sul79] for Kleinian groups. They have
been used to study the dynamics of the action of the recurrent part of the geodesic
flow of the quotient manifold, the geometry of the limit set of the group and to
obtain counting estimates for both orbit points of the group and closed geodesics
in the quotient manifold. They have been generalized to many settings, including
proper isometric actions on Gromov hyperbolic spaces and discrete subgroups of
semi-simple Lie groups.

In this paper we develop a theory of Patterson–Sullivan measures for coarse-
cocycles of convergence group actions, which encompasses many of the previous
situations. When the coarse cocycle has an expanding property and a finite critical
exponent, we show that Patterson–Sullivan measures exist in the critical dimension.
Moreover, we establish a Shadow Lemma in the spirit of Sullivan and show that
the action of the convergence group is ergodic with respect to the measure when
the associated Poincaré series diverges at its critical exponent.

We also develop the notion of a coarse Gromov–Patterson–Sullivan system, which
is a pair of coarse-cocycles with an associated coarse Gromov product, and estab-
lish a version of the Hopf–Tsuji–Sullivan ergodic dichotomy in this setting. In a
companion paper, we will use this framework to establish mixing, equidistribution
and counting results for relatively Anosov groups (and more generally for divergent
GPS systems for geometrically finite convergence groups).

1.1. Main results. Suppose Γ ⊂ Homeo(M) is a convergence group. A function
σ : Γ×M → R is called a κ-coarse-cocycle if:

(1) For every γ ∈ Γ, the function σ(γ, ·) is κ-coarsely continuous: if x0 ∈ M ,
then

lim sup
x→x0

|σ(γ, x0)− σ(γ, x)| ≤ κ.

(2) σ satisfies a coarse version of the cocycle identity: if γ1, γ2 ∈ Γ and x ∈M ,
then ∣∣∣σ(γ1γ2, x)−

(
σ(γ1, γ2x) + σ(γ2, x)

)∣∣∣ ≤ κ.
Notice that a 0-coarse-cocycle is simply a continuous cocycle. In the classical

hyperbolic setting, one usually considers the Busemann cocycle.
Given a coarse-cocycle σ : Γ×M → R, we define the σ-magnitude of an element

γ ∈ Γ to be

‖γ‖σ := sup
x∈M

σ(γ, x) ∈ R .

Then the σ-Poincaré series is

Qσ(s) =
∑
γ∈Γ

e−s‖γ‖σ ∈ [0,+∞]

and the σ-critical exponent is

δσ(Γ) = inf {s > 0 : Qσ(s) < +∞} ∈ [0,+∞].

In Section 2, we will show that the set ΓtM has a unique topology which makes
it a compact metrizable space and where the natural action of Γ on Γ tM is a
convergence group action. We call a metric on ΓtM which generates this topology
a compatible metric.
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We will often require that our cocycles satisfy the following weak expansion
property.

Definition 1.1. Suppose Γ ⊂ Homeo(M) is a convergence group and d is a com-
patible metric on Γ tM . A coarse-cocycle σ : Γ×M → R is expanding if

• σ is proper : ‖γn‖σ → +∞ for any escaping sequence {γn} ⊂ Γ, and
• for every ε > 0 there exists C > 0 such that: whenever x ∈ M , γ ∈ Γ and

d(x, γ−1) > ε, then

σ(γ, x) ≥ ‖γ‖σ − C.

We show that if a coarse-cocycle is expanding and has finite critical exponent
δσ(Γ), then it admits a coarse Patterson–Sullivan measure of dimension δσ(Γ) which
is supported on the limit set. Moreover, any Patterson–Sullivan measure has di-
mension at least δσ(Γ).

Definition 1.2. Suppose Γ ⊂ Homeo(M) is a convergence group and σ : Γ×M → R
is a coarse-cocycle, then a probability measure µ on M is a C-coarse σ-Patterson–
Sullivan measure of dimension δ if, for every γ ∈ Γ, the measures µ, γ∗µ are abso-
lutely continuous and

e−C−δσ(γ−1,·) ≤ dγ∗µ

dµ
≤ eC−δσ(γ−1,·)

µ-almost everywhere.

We establish a Shadow Lemma for coarse Patterson–Sullivan measures and use
it to study the associated Patterson–Sullivan measures. In particular, we establish
ergodicity of the action when the Poincaré series diverges at its critical exponent.

Theorem 1.3 (see Theorem 8.1 below). Suppose Γ ⊂ Homeo(M) is a convergence
group and σ : Γ×M → R is an expanding coarse-cocycle with δ := δσ(Γ) < +∞. If
µ is a C-coarse σ-Patterson–Sullivan measure of dimension δ and∑

γ∈Γ

e−δ‖γ‖σ = +∞,

then:

(1) Γ acts ergodically on (M,µ).
(2) µ is coarsely unique in the following sense: if λ is a C-coarse σ-Patterson–

Sullivan measure of dimension δ, then e−4Cµ ≤ λ ≤ e4Cµ.
(3) The conical limit set of Γ has full µ-measure.

As an application of ergodicity in the divergent case, we prove the following
rigidity result for Patterson–Sullivan measures.

Proposition 1.4 (see Propositions 14.1 and 14.2). Suppose Γ ⊂ Homeo(M) is
a convergence group and σ1, σ2 : Γ ×M → R are expanding coarse-cocycles with
finite critical exponents δ1 := δσ1(Γ), δ2 := δσ2(Γ). For i = 1, 2, let µi be a coarse
σi-Patterson–Sullivan measure of dimension δi.

If
∑
γ∈Γ e

−δ1‖γ‖σ1 = +∞, then either:

(1) µ1 ⊥ µ2.
(2) µ1 � µ2 and µ2 � µ1. Moreover, in this case

sup
γ∈Γ

∣∣δ1 ‖γ‖σ1
− δ2 ‖γ‖σ2

∣∣ <∞.
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Remark 1.5. Dongryul Kim [Kim24] has informed us that in forthcoming work,
which studies higher rank analogues of conformal measure rigidity theorems, they
establish similar results in the special case of coarse-cocycles associated to trans-
verse Zariski dense discrete subgroups of semisimple Lie groups.

Using this rigidity result we establish a strict convexity result for the critical
exponent.

Theorem 1.6 (see Theorem 15.1 below). Suppose Γ ⊂ Homeo(M) is a convergence
group and σ1, σ2 : Γ × M → R are expanding coarse-cocycles with finite critical
exponents δσ1(Γ) = δσ2(Γ) = 1. For 0 < λ < 1, let σλ = λσ0 + (1− λ)σ1. Then

δσλ(Γ) ≤ 1.

Moreover, if
∑
γ∈Γ e

−δσλ (Γ)‖γ‖σλ = +∞, then the following are equivalent:

(1) δσλ(Γ) = 1.
(2) supγ∈Γ

∣∣‖γ‖σ0
− ‖γ‖σ1

∣∣ < +∞.

In the context of Theorem 1.6, if σ1 and σ2 do not have coarsely equivalent
magnitudes, then one obtains a drop in critical exponent when taking a convex
combination of σ0 and σ1. These types of strict convexity results can be used to
prove entropy rigidity results, see for instance [PS17].

We further study coarse-cocycles which have a well-behaved “dual cocycle” and
coarse Gromov product.

Definition 1.7. Suppose Γ ⊂ Homeo(M) is a convergence group and let M (2) =
{(x, y) ∈ M2 : x 6= y}. We say that (σ, σ̄, G) is a κ-coarse Gromov–Patterson–
Sullivan system (or GPS system) if σ, σ̄ : Γ × M → R are κ-coarse-cocycles,
G : M (2) → [0,∞) is a locally bounded function, and∣∣∣(σ̄(γ, x) + σ(γ, y)

)
−
(
G(γx, γy)−G(x, y)

)∣∣∣ ≤ κ
for all γ ∈ Γ and x, y ∈M distinct.

We construct a measurable flow space associated to a GPS system and use the
Patterson–Sullivan measures of σ and σ̄ and the Gromov product to give it a Bowen–
Margulis–Sulivan measure. We will show that the dynamics of this flow space are
controlled by the behavior of the Poincaré series at the critical exponent and use
this to establish the following version of the Hopf–Tsuji–Sullivan dichotomy.

Theorem 1.8 (see Section 12). Suppose (σ, σ̄, G) is a coarse GPS system and
δσ(Γ) < +∞. Let µ, µ̄ be Patterson–Sullivan measures of dimension δ for σ, σ̄

respectively. Then there exists a measurable nonnegative function G̃ on M (2) such
that

ν := eδG̃µ̄⊗ µ
is Γ-invariant. Moreover we have the following dichotomy:

(1) If
∑
γ∈Γ e

−δ‖γ‖σ = +∞, then:

(a) δ = δσ(Γ).
(b) µ(Λcon(Γ)) = 1 = µ̄(Λcon(Γ)).
(c) The Γ action on (M (2), ν) is ergodic and conservative.

(2) If
∑
γ∈Γ e

−δ‖γ‖σ < +∞, then:

(a) δ ≥ δσ(Γ).
(b) µ(Λcon(Γ)) = 0 = µ̄(Λcon(Γ)).
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(c) The Γ action on (M (2), ν) is non-ergodic and dissipative.

In the theorem above, Λcon(Γ) denotes the set of conical limit points. We pro-
vide the definitions of conservative and dissipative actions, and state their basic
properties, in Appendix A.

1.2. Motivating examples. We now discuss a range of examples which our ap-
proach to Patterson–Sullivan theory treats in a unified way.

1.2.1. Transverse subgroups of semi-simple Lie groups. In the sequel to this pa-
per [BCZZ24] we apply the framework developed here to study Patterson–Sullivan
measures for certain class of discrete subgroups of semi-simple Lie groups. We show,
among other things, that the ergodic dichotomy for transverse groups established
in [CZZ23, KOW23] is a particular case of the dichotomy established in this paper.
For more details, see [BCZZ24, Section 11].

1.2.2. Proper actions on Gromov hyperbolic spaces. If X is a proper geodesic Gro-
mov hyperbolic metric space and Γ ⊂ Isom(X) is discrete, then Γ acts on the
Gromov boundary ∂∞X as a convergence group (see [Tuk94, Th. 3A] or [Fre95]).
If we fix a base point o ∈ X, we can define, and for each x ∈ ∂∞X, a Busemann
function

bx : X → R by setting bx(q) = lim sup
p→x

d(p, q)− d(p, o).

The Busemann coarse-cocycle β : Γ× ∂∞X → R is defined by

β(γ, x) = bx(γ−1(o)).

When X is CAT(−1) (e.g. X = Hn) this is a continuous cocycle, but in general it
will only be a coarse-cocycle.

The Gromov product G : ∂∞X
(2) → R is classically defined by

G(x, y) = lim sup
p→x,q→y

d(o, p) + d(o, q)− d(p, q).

Then (β, β,G) is a coarse GPS system, which is not always continuous. One can
show that

sup
γ∈Γ

∣∣∣‖γ‖β − d(o, γ(o))
∣∣∣ < +∞.

Hence, δβ(Γ) is also the critical exponent of the series

Q(s) =
∑
γ∈Γ

e−s d(o,γ(o)).

When X is CAT(−1), Roblin [Rob03] proved the Hopf–Tsuji–Sullivan dichotomy
for the GPS system (β, β,G), see also work of Burger–Mozes [BM96]. Building
upon work of Bader–Furman [BF17], Coulon–Dougall–Schapira–Tapie [CDST18]
extended this to the case of general proper geodesic Gromov hyperbolic metric
spaces.
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1.2.3. Coarsely additive potentials. We continue to assume that X is a proper ge-
odesic Gromov hyperbolic metric space and Γ ⊂ Isom(X) is discrete.

Adapting a definition of Cantrell–Tanaka [CT22, Defn. 2.2], we make the follow-
ing definition.

Definition 1.9. A function ψ : X ×X → R is a coarsely additive potential if

(1) limr→∞ infdX(p,q)≥r ψ(p, q) = +∞,
(2) for any r > 0,

sup
dX(p,q)≤r

|ψ(p, q)| < +∞,

(3) for every r > 0 there exists κ = κ(r) > 0 such that: if u is contained in the
r-neighborhood of a geodesic in d joining p to q, then∣∣ψ(p, q)−

(
ψ(p, u) + ψ(u, q)

)∣∣ ≤ κ.
Remark 1.10. Cantrell–Tanaka consider the case when Γ is word hyperbolic and
X = Γ with a word metric. In this case they introduce tempered potentials which
are functions ψ : Γ×Γ→ R which satisfy (3) and another property they call (QE).
In their results they consider the case when ψ is Γ-invariant (which implies (2)) and
has finite “exponent” (which implies (1)). In Lemma 17.7, we show that a version
of their property (QE) holds for any coarsely additive potential.

We will show that any Γ-invariant potential gives rise to any expanding coarse-
cocycle on ∂∞X and when Γ acts co-compactly on X, then every expanding coarse-
cocyle arises in this way.

Theorem 1.11 (see Theorem 17.1 below). Suppose ψ is a Γ-invariant coarsely
additive potential. Define functions σψ, σ̄ψ : Γ × ∂∞X → R and Gψ : ∂∞X

(2) →
[0,∞) by

σψ(γ, x) = lim sup
p→x

ψ(γ−1o, p)− ψ(o, p),

σ̄ψ(γ, x) = lim sup
p→x

ψ(p, γ−1o)− ψ(p, o),

Gψ(x, y) = lim sup
p→x,q→y

ψ(p, o) + ψ(o, q)− ψ(p, q).

Then there exists κ1 > 0 such that (σ̄ψ, σψ, Gψ + κ1) is a coarse GPS-system and

sup
γ∈Γ

∣∣∣‖γ‖σψ − ψ(o, γo)
∣∣∣ < +∞.

Theorem 1.12 (see Theorem 17.2). Suppose Γ acts co-compactly on X and σ :
Γ × ∂∞X → R is an expanding coarse-cocycle. Then there exists a Γ-invariant
coarsely additive potential where

sup
γ∈Γ,x∈∂∞X

|σψ(γ, x)− σ(γ, x)| < +∞.

In particular, σ is contained in a GPS-system.

One can also interpret coarsely additive potentials as Γ-invariant coarsely-geodesic
quasimetrics on X, see Section 17.1 below.

The next two subsections highlight two previously studied examples that can be
interpreted in terms of GPS systems associated to coarsely additive potentials.
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1.2.4. Hölder potentials and cocycles. Next we describe the setting studied in work
of Paulin–Pollicott–Schapira [PPS15, Section 3], see also earlier work of Ledrap-
pier [Led95].

Let X be a simply connected complete Riemannian manifold with pinched neg-
ative curvature and suppose Γ ⊂ Isom(X) is discrete. Then let F : T 1X → R be a
Γ-invariant Hölder function with

0 < inf
v∈T 1X

F (v) ≤ sup
v∈T 1X

F (v) < +∞.

Then for p, q ∈ X define ∫ q

p

F :=

∫ T

0

F (`′(t))dt

where ` : [0, T ]→ X is the unit speed geodesic joining p to q. Among (many) other
things, [PPS15] consider counting for the “magnitudes”∫ γo

o

F.

To accomplish this they develop a theory of Patterson–Sullivan measures, Buse-
mann cocycles, and Gromov products in this setting.

By [PPS15, Lemma 3.2], the function (p, q) 7→
∫ q
p
F is a coarsely additive po-

tential. Further the Busemann cocycle and Gromov product introduced in [PPS15]
(essentially) correspond to the definitions in Theorem 1.11. Hence this setting fits
into the general GPS systems framework.

1.2.5. Hitting measures of random walks. Next let Γ be a word hyperbolic group
and let λ be a finitely-supported probability measure on Γ with 〈suppλ〉 = Γ. If
g1, g2, · · · ⊂ Γ are random group elements following the distribution µ, then the
location of the random walk Xn = g1 · · · gn follows the distribution λ∗n. The Green
metric, introduced in [BB07], is the left-invariant function dλ on Γ× Γ defined by
dλ(x, y) = − logF (x, y), where F (x, y) is the probability that the random walk
started at x ever hits y.

We claim that dλ is a coarsely additive potential. Property (2) follows from the
fact that

dλ(α, β) ≤ inf
n≥1
− log λ∗n(α−1β).

Property (1) follows from [BHM08, Prop. 3.1]. Property (3) follows from a result of
Ancona (see [Woe00, Thm. 27.11]): for any r ≥ 0, there exists a positive constant
C(r) such that

F (id, γ) ≤ C(r)F (id, γ′)F (γ′, γ)

whenever γ, γ′ ∈ Γ and γ′ at (word) distance at most r from a geodesic segment
between id and γ in a Cayley graph. Hence dλ is a coarsely additive potential.

Thus Theorem 1.11 can be applied to conclude: (σ, σ̄, G) := (σλ, σλ̄, Gλ) is a
GPS system for Γ ⊂ Homeo(∂∞Γ), where

• σλ(γ, x) = lim supα→x dλ(id, γα)− dλ(id, α);
• λ̄ is the probability measure on Γ defined by λ̄(γ) := λ(γ−1);
• Gλ(x, y) := lim supα→x,β→y dλ(α, id) + dλ(id, β)− dλ(α, β).

The cocycle σλ also satisfies

σλ(γ, ξ) = − log
dγ−1
∗ ν

dν
(ξ)
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where ν is the unique λ-stationary measure on ∂Γ, i.e. harmonic measure or hitting
measure associated to λ [GMM18, Prop. 2.5]. The σ-Patterson–Sullivan measures
are absolutely continuous with respect to the hitting measure ν.

1.2.6. Proper actions on CAT(0) visibility spaces. Finally, we briefly discuss an-
other set of examples our results encompass, involving spaces which need not be
uniformly hyperbolic. Let X be a proper CAT(0) space with base point o ∈ X and
visual boundary ∂X. Suppose X is visible, i.e. all ξ 6= η ∈ ∂X can be connected by
a bi-infinite geodesic in X (this notion was introduced by Eberlein–O’Neill [EO73],
see also [BH99, Def III.9.28]). Let Γ be a discrete group of isometries of X.

Then Γ acts on ∂X as a convergence group [Kar05, Th. 1]. The Busemann
functions (x, y, z) ∈ X3 7→ bz(x, y) = d(x, z) − d(y, z) extend continuously to
(x, y, z) ∈ X2 ∪ (X ∪ ∂X) (see [BH99, p. 267]), and σ(γ, ξ) = bξ(γ

−1o, o) defines a
continuous cocycle Γ× ∂X → R. Finally, setting G(ξ, η) = − infx∈X(bξ + bη)(x, o),
we obtain a continuous GPS system (σ, σ,G) by work of Ricks [Ric17, p. 948]. (Be-
cause of the visibility assumption, every geodesic in X is rank-one in the sense
Ricks uses.)

If Γ acts cocompactly on X, then X is Gromov hyperbolic ([EO73], see also
[BH99, III.H.1.4]). Otherwise, X may not be Gromov hyperbolic. For example,
given geodesics in the hyperbolic plane at distance at least 1 from one another,
the surface obtained by grafting flat strips (of any widths) along these geodesics is
always CAT(0) and visible.

1.3. Outline of the paper. In many theories of Patterson–Sullivan measures, the
measures live on the boundary of a metric space and this metric space is used in an
essential way in the study these measures. The first part of this paper (Sections 2
to 6) is devoted to developing a perspective for studying these measures without
the presence of a metric space.

We first observe, in Section 2, that the set Γ tM has a topology which makes
it a compact metrizable space (the existence of this topology is implicit in work of
Bowditch, see [Bow99]). In Section 3, we study properties of cocycles and prove
that the coarse-cocycles in a coarse GPS system are expanding.

Among other things, we establish the following property, which allows us to
regard our cocycles as the “Busemann cocycle” on the “Busemann boundary” as-
sociated to the metric-like function ρ(α, β) =

∥∥α−1β
∥∥
σ

on Γ.

Proposition 1.13 (see Proposition 3.2 for more properties). Suppose Γ ⊂ Homeo(M)
is a convergence group and σ : Γ ×M → R is an expanding κ-coarse-cocycle. If
x ∈ Λ(Γ) and γ ∈ Γ, then

lim sup
α→x

|σ(γ, x)− (‖γα‖σ − ‖α‖σ)| ≤ 2κ.

We use this result and Patterson’s original argument to show that Patterson–
Sullivan measures exist in the critical dimension.

Theorem 4.1. If σ is an κ-coarse expanding cocycle for a convergence group
Γ ⊂ Homeo(M) and δ := δσ(Γ) < +∞, then there exists a 2κδ-coarse σ-Patterson–
Sullivan measure of dimension δ on M , which is supported on the limit set Λ(Γ).

One nearly immediate consequence of the existence of a Patterson–Sullivan mea-
sure is a result guaranteeing decrease of critical exponent in the spirit of Dal’bo–
Otal–Peigné [DOP00, Prop. 2].
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Theorem 4.2. Suppose Γ ⊂ Homeo(M) is a convergence group, σ is an expanding
coarse-cocycle, and δσ(Γ) < +∞. If G ⊂ Γ is a subgroup where Λ(G) is a strict
subset of Λ(Γ) and ∑

g∈G
e−δσ(G)‖g‖σ = +∞,

then δσ(G) < δσ(Γ).

The next key step in the paper is to define shadows in our setting and prove a
version of shadow lemma. To define shadows we borrow an idea from the theory
of Patterson–Sullivan measures associated to Zariski-dense discrete subgroups in
semisimple Lie groups (compare the shadows below to the sets γBεθ,γ in [Qui02,

Lem. 8.2]).

Definition 1.14. Suppose Γ ⊂ Homeo(M) is a convergence group and d is a
compatible metric on Γ tM . Given ε > 0 and γ ∈ Γ, the associated shadow is

Sε(γ) := γ
(
M −Bε(γ−1)

)
.

where Bε(γ
−1) is the open ball centered at γ−1 of radius ε with respect to the

metric d.

In Section 5, we establish some basic properties of shadows, relate shadows
to a notion of uniformly conical limit points, and compare these shadows to the
classically defined shadows in the Gromov hyperbolic setting. In Section 6 we prove
our version of the Shadow Lemma:

The Shadow Lemma (see Theorem 6.1) Suppose Γ ⊂ Homeo(M) is a convergence
group, σ : Γ×M → R is an expanding coarse-cocycle, and µ is a coarse σ-Patterson–
Sullivan measure on M of dimension δ. For any sufficiently small ε > 0 there exists
C = C(ε) > 1 such that

1

C
e−δ‖γ‖σ ≤ µ (Sε(γ)) ≤ Ce−δ‖γ‖σ

for all γ ∈ Γ.

We then establish some standard consequences of the Shadow Lemma in our
setting.

Proposition 6.3. Suppose Γ ⊂ Homeo(M) is a convergence group, σ : Γ×M → R
is an expanding coarse-cocycle, and µ is a coarse σ-Patterson–Sullivan measure on
M of dimension β. Then:

(1) If y ∈M is a conical limit point, then µ({y}) = 0.
(2) If ∑

γ∈Γ

e−β‖γ‖σ < +∞,

then µ(Λcon(Γ)) = 0.
(3) β ≥ δσ(Γ).
(4) There exists C > 0 such that

#{γ ∈ Γ : ‖γ‖σ ≤ R} ≤ Ce
δσ(Γ)R

for any R > 0.
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In the second part of the paper, we use the framework developed in the first
part to study the ergodicity properties of Patterson–Sullivan measures. In Sections
7 and 8 we prove Theorem 1.3. In Section 9 we study the action of Γ on M (2).
In Section 10 we introduce a flow space which admits a measurable action of Γ.
In Section 11 we use this flow space to establish ergodicity of the action of Γ on
(M (2), ν) in Theorem 1.8. Finally, in Section 12 we complete the proof of Theorem
1.8.

The constructions and arguments in Sections 10 and 11 uses ideas from the work
of Bader–Furman [BF17].

For continuous GPS systems (i.e. when κ = 0 in Definition 1.7), there is a well-
defined continuous flow space ψt : UΓ → UΓ and when the Poincaré series diverges
at its critical exponent, there is a unique Bowen–Margulis–Sullivan measure (see
Section 10.4 for details). The arguments establishing Theorem 1.8 show that the
flow is conservative and ergodic in this case.

Theorem 11.2. If (σ, σ̄, G) is a continuous GPS system with δ := δσ(Γ) < +∞
and ∑

γ∈Γ

e−δ‖γ‖σ = +∞,

then the flow ψt on (UΓ,mΓ) is conservative and ergodic.

In the third part of the paper, we consider applications of our ergodicity results
and examine more deeply relations between expanding cocycles and GPS systems.

In Section 13 we observe that two expanding coarse-cocycles with coarsely the
same magnitudes have coarsely the same periods, and vice versa. In Section 14 we
establish Proposition 1.4 and in Section 15 we establish Theorem 1.6.

The results in the next two sections partly answer the question of whether every
expanding (coarse-)cocycle is part of a (coarse) GPS system, in addition to describ-
ing a systematic way to find expanding cocycles. In Section 16 we define what it
means for a coarse-cocycle to be coarsely-symmetric and prove that any expanding
coarsely-symmetric coarse-cocycle is part of a GPS system. In Section 17 we study
the coarsely additive potentials introduced in Definition 1.9 above.

Finally, in Appendix A we define the notions of conservativity, dissipativity
and Hopf decompositions for a general group action. We also prove that quotient
measures exist when the action is dissipative, which is an essential point in our
construction of a measurable flow space.

1.4. Other approaches and related results. In recent work Cantrell–Tanaka
[CT21, CT22] study general cocycles on the Gromov boundary ∂∞Γ of a word
hyperbolic group. They show that if two cocycles have a corresponding Gromov
product, then it is possible to use Patterson–Sullivan measures to build a Γ-invariant
measure on ∂(2)Γ [CT22, Prop. 2.8] and prove ergodicity of the Γ action [CT22,
Thm. 3.1]. They also consider a slightly more restrictive notion of the coarsely
additive potentials introduced above (see Remark 1.10 above) and show that they
give rise to coarse-cocycles satisfying these hypotheses. Our definition of GPS
systems can be viewed as an extension of some of their ideas to general convergence
groups.

A number of recent papers study Patterson–Sullivan theory for metric spaces
where the group need not act as a convergence group on the boundary of the metric
space. The most general of these investigations are perhaps independent works of
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Coulon [Cou22, Cou23] and Yang [Yan23] which consider the case when X is a
proper geodesic metric space and Γ is a group acting properly on X by isometries
with a contracting element. In this case the boundary is the horoboundary of X
and the cocycle is Busemann cocycle. The group action on this boundary may not
be a convergence group action, but satisfies certain contracting properties.

In many ways our approach is orthogonal to Coulon and Yang’s. In our approach,
we start with a convergence group action and find large classes of cocycles that
are amenable to Patterson–Sullivan theory. In Coulon and Yang’s approach, one
studies large classes of metric spaces where the Busemann cocycle is amenable
to Patterson–Sullivan theory. It would also be interesting to develop a uniform
framework which contains both theories.

Part 1. Foundations

2. Convergence groups

When M is a compact metrizable space, a subgroup Γ ⊂ Homeo(M) is called a
(discrete) convergence group if for every sequence {γn} of distinct elements in Γ,
there exist points x, y ∈M and a subsequence {γnj} such that γnj |Mr{y} converges
locally uniformly to x. This notion was first introduced in [GM87].

Bowditch proved that this is equivalent to asking that Γ acts properly discon-
tinuously on the set of distinct triples of M [Bow99, Prop. 1.1].

Given a convergence group, we define the following:

(1) The limit set Λ(Γ) is the set of points x ∈M where there exist y ∈M and
a sequence {γn} in Γ so that γn|Mr{y} converges locally uniformly to x.

(2) A point x ∈ Λ(Γ) is a conical limit point if there exist distinct points
a, b ∈ M and a sequence of elements {γn} in Γ where limn→∞ γn(x) = a
and limn→∞ γn(y) = b for all y ∈M r {x}.

We say that a convergence group Γ is non-elementary if Λ(Γ) contains at least 3
points. In this case Λ(Γ) is the smallest Γ-invariant closed subset of M .

The elements in a convergence group can be characterized as follows.

Fact 2.1 ([Tuk94, Th. 2B]). Suppose Γ ⊂ Homeo(M) is a convergence group, then
every element γ ∈ Γ is either

• loxodromic: it has two fixed points γ+ and γ− in the limit set Λ(Γ) ⊂ M
such that γ±n|Mr{γ∓} converges locally uniformly to γ±,

• parabolic: it has one fixed point p ∈ Λ(Γ) such that γ±n|Mr{p} converges
locally uniformly to p, or
• elliptic: it has finite order.

We next observe that ΓtM admits a metrizable compact topology. This topology
plays a similar role in our work as the topology on the union of a transverse group
and its limit set did in [CZZ23]. Our argument is similar to a construction of
Bowditch [Bow99, pg. 4 & Prop. 1.8] which produces a natural compact topology
on M (3) tM by seeing it as a quotient of M3, where M (3) is the space of ordered
pairwise distinct elements of M3.

Definition 2.2. Given a convergence group Γ ⊂ Homeo(M), a compactifying topol-
ogy on Γ tM is a topology such that:

• Γ tM is a compact metrizable space.
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• The inclusions Γ ↪→ ΓtM and M ↪→ ΓtM are embeddings (where in the
first embedding Γ has the discrete topology).
• Γ acts as a convergence group on Γ tM .

A metric d on Γ tM is called compatible if it induces a compactifying topology.

Proposition 2.3. If Γ ⊂ Homeo(M) is a convergence group, then there exists a
unique compactifying topology. Moreover, with respect to this topology the following
hold:

(1) If {γn} ⊂ Γ is a sequence where γn → a ∈ M and γ−1
n → b ∈ M , then

γn|Mr{b} converges locally uniformly to a.
(2) A sequence {γn} ⊂ Γ converges to a ∈ M if and only if for every subse-

quence {γnj} there exist b ∈M and a further subsequence {γnjk } such that

γnjk |Mr{b} converges locally uniformly to a.

(3) For any compatible metric d and any ε > 0 there exists a finite set F ⊂ Γ
such that

γ
(
M rBε(γ

−1)
)
⊂ Bε(γ)

for every γ ∈ Γ r F (where Br(x) is the open ball of radius r centered at x
with respect to d).

(4) Γ is open in Γ tM and its closure is Γ t Λ(Γ).

Proof. We first show that Γ tM has a compactifying topology.
Fix three distinct points x1, x2, x3 ∈ M . For any open set U ⊂ M , let ΓU ⊂ Γ

be the set of γ such that #({γx1, γx2, γx3} ∩ U) ≥ 2. Fix a countable basis B
of open sets of M . Let B′ be the set of singletons of Γ and subsets of Γ tM of
the form ΓU ∪ U for some U ∈ B. It is straightforward to check that the topology
generated by B′ is compact Hausdorff and second-countable. Hence, it is metrizable
by Urysohn’s metrization theorem. It remains to show that Γ acts on Γ tM as a
convergence group.

Suppose {γn} ⊂ Γ is a sequence of distinct elements. Then there exist points
a, b ∈M and a subsequence {γnj} such that γnj |Mr{b} converges locally uniformly
to a. We claim that γnj |ΓtMr{b} converges locally uniformly to a. Suppose not.
Then after passing to a subsequence we can find {zj} ⊂ Γ tM where zj → z 6= b
and γnj (zj)→ c 6= a. Passing to a further subsequence we can consider two cases:

Case 1: Assume {zj} ⊂ M . Then by the choice of {γnj} we have γnj (zj) → a,
which contradicts our assumptions.

Case 2: Assume {zj} ⊂ Γ. First suppose that z ∈ Γ, then passing to a subsequence
we can suppose that zj = z for all j. At least two zx1, zx2, zx3 do not equal b. So
after relabelling we can suppose that zx1 6= b and zx2 6= b. Then (γnjzj)(x1) → a
and (γnjzj)(x2) → a. So by the definition of the topology γnjzj → a. So we have
a contradiction.

Next suppose that z ∈ M . Then by definition of the topology and passing to a
subsequence we can assume that zj |M\{b′} converges locally uniformly to z. Since
z 6= b, then (γnjzj)|M\{b′} converges locally uniformly to a, which implies that
γnjzj → a. So we have a contradiction.

Thus Γ acts on ΓtM as a convergence group and hence ΓtM has a compactifying
topology.

Next we consider Γ tM with some compactifying topology and prove the as-
sertions in the “moreover” part of the proposition. Notice that part (2) will imply
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that there is a unique compactifying topology. Let d be a metric which induces this
topology.

(1) Assume γn → a and γ−1
n → b. Suppose for a contradiction that γn|Mr{b}

does not converge locally uniformly to a. Then after passing to a subsequence there
exist ε > 0 and {cn} ⊂M rB(b, ε) such that {γn(cn)} ⊂M rB(a, ε). Since Γ acts
as a convergence group on ΓtM , passing to a further subsequence we can suppose
that γn|ΓtMr{b′} converges locally uniformly to a′ for some a′, b′ ∈ ΓtM . Since Γ
acts by homeomorphisms on M , we must have b′ ∈ M (otherwise when n is large
γn|M would not map onto M). So

a = lim
n→∞

γn = lim
n→∞

γn(id) = a′.

Also notice that γn(γ−1
n ) = id for all n and so we must have b = b′. Then γn(cn)→ a

and we have a contradiction.
(2) (⇒): Suppose γn → a and fix a subsequence {γnj}. Since ΓtM is compact,

there exists a subsequence with γ−1
njk
→ b. Then by (1), γnjk |Mr{b} converges

locally uniformly to a.
(⇐): Suppose a ∈M and {γn} ⊂ Γ has the property that for every subsequence

{γnj} there exist b ∈ M and a further subsequence {γnjk } such that γnjk |Mr{b}
converges locally uniformly to a. Since ΓtM is compact, to show that γn converges
to a it suffices to show that every convergent subsequence converges to a. So suppose
that γnj → a′. Passing to a subsequence we can suppose that γ−1

nj → b. Then by

(1), γnj |Mr{b} converges locally uniformly to a′. So by hypothesis, a = a′.
(3) Fix ε > 0 and suppose not. Then there exist a sequence {γn} of distinct

elements and a sequence {xn} ⊂ Γ tM such that

d(γn(xn), γn) ≥ ε and d(xn, γ
−1
n ) ≥ ε.

Passing to a subsequence, we can suppose that γn → a ∈ M and γ−1
n → b ∈ M .

Then by (1), γn|Mr{b} converges locally uniformly to a. Since

lim
n→∞

d(xn, b) = lim
n→∞

d(xn, γ
−1
n ) ≥ ε,

then γn(xn)→ a. So

ε ≤ lim
n→∞

d(γn(xn), γn) = d(a, a) = 0

and we have a contradiction.
(4) Since M is compact, it must be closed in Γ tM . Hence Γ must be open.

Part (2) implies that the closure of Γ in Γ tM is Γ t Λ(Γ). �

3. Cocycles and GPS systems

In this subsection, we record basic properties of coarse-cocycles and GPS sys-
tems. We begin with a few simple properties shared by all coarse-cocycles.

Observation 3.1. Suppose Γ ⊂ Homeo(M) is a convergence group and σ is a
κ-coarse-cocycle. Then:

(1) If δσ(Γ) < +∞, then σ is proper.
(2) |σ(id, x)| ≤ κ for any x ∈M .
(3) If γ ∈ Γ and x ∈M , then∣∣σ(γ, γ−1x) + σ(γ−1, x)

∣∣ ≤ 2κ.
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(4) If γ1, γ2 ∈ Γ, then

max
{
‖γ1‖σ −

∥∥γ−1
2

∥∥
σ
, ‖γ2‖σ −

∥∥γ−1
1

∥∥
σ

}
− κ ≤ ‖γ1γ2‖σ ≤ ‖γ1‖σ + ‖γ2‖σ + κ.

Proof. Part (1) follows immediately from the definitions. For part (2), notice that

|σ(id, x)| =
∣∣σ(id2, x)− (σ(id, id(x)) + σ(id, x))

∣∣ ≤ κ.
Part (3) follows from part (2) and the fact that∣∣σ(γ, γ−1x) + σ(γ−1, x)− σ(id, x)

∣∣ ≤ κ.
For part (4), notice that

‖γ1γ2‖σ = sup
x∈M

σ(γ1γ2, x) ≤ κ+ sup
x∈M

(
σ(γ1, γ2x) + σ(γ2, x)

)
≤ κ+ ‖γ1‖σ + ‖γ2‖σ

for all γ1, γ2 ∈ Γ, giving us the upper bound. For the lower bound, note

‖γ1‖σ −
∥∥γ−1

2

∥∥
σ

=
∥∥γ1γ2γ

−1
2

∥∥
σ
−
∥∥γ−1

2

∥∥
σ

≤ ‖γ1γ2‖σ +
∥∥γ−1

2

∥∥
σ
−
∥∥γ−1

2

∥∥
σ

+ κ

= ‖γ1γ2‖σ + κ

and

‖γ2‖σ −
∥∥γ−1

1

∥∥
σ

=
∥∥γ−1

1 γ1γ2

∥∥
σ
−
∥∥γ−1

1

∥∥
σ

≤
∥∥γ−1

1

∥∥
σ

+ ‖γ1γ2‖σ −
∥∥γ−1

1

∥∥
σ

+ κ

= ‖γ1γ2‖σ + κ

for all γ1, γ2 ∈ Γ. �

In the majority of our work we will further require that our coarse-cocycles
are expanding, see Definition 1.1. The next result establishes a number of useful
properties for such cocycles.

Proposition 3.2. Suppose Γ ⊂ Homeo(M) is a convergence group, d is a compat-
ible metric on Γ tM , and σ is an expanding κ-coarse-cocycle, then:

(1) If γ ∈ Γ is loxodromic, then

−κ+ lim inf
n→∞

1

n
‖γn‖σ ≤ σ(γ, γ+) ≤ κ+ lim sup

n→∞

1

n
‖γn‖σ

and
−κ < σ(γ, γ+).

(2) If γ ∈ Γ is parabolic with fixed point p ∈M , then

−2κ ≤ σ(γ, p) ≤ 4κ.

(3) If {γn} ⊂ Γ is an escaping sequence, {yn} ⊂M and {σ(γn, yn)} is bounded
below, then

lim
n→∞

d(γnyn, γn) = 0.

(4) For any α ∈ Γ, the function

x ∈ Γ tM 7−→

{
σ(α, x) if x ∈M
‖αx‖σ − ‖x‖σ if x ∈ Γ

is (2κ)-coarsely-continuous.
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(5) For any ε > 0 there exists C > 0 such that: if α, β ∈ Γ and d(α−1, β) ≥ ε,
then

‖α‖σ + ‖β‖σ − C ≤ ‖αβ‖σ .
(6) For any ε > 0 there exists a finite subset F ⊂ Γ such that: if α, β ∈ Γ,
‖α‖σ ≤ ‖β‖σ and β−1α 6∈ F , then

d(β−1, β−1α) ≤ ε.

Proof of (1). Suppose γ ∈ Γ is loxodromic. Since γ−n → γ− when n → ∞ and
γ+ 6= γ−, the expanding property implies that there exists C > 0 such that

‖γn‖σ − C ≤ σ(γn, γ+) ≤ ‖γn‖σ
for all n ≥ 1. By the coarse cocycle property,

nσ(γ, γ+)− (n− 1)κ ≤ σ(γn, γ+) ≤ nσ(γ, γ+) + (n− 1)κ

Combining the two estimates and sending n to infinity yields the first set of in-
equalities.

By the properness assumption there exists N ≥ 1 such that
∥∥γN∥∥

σ
> C. Then

σ(γ, γ+) ≥ 1

N

(
σ(γN , γ+)− (N − 1)κ) ≥ 1

N

(∥∥γN∥∥
σ
− C

)
− κ > −κ. �

Proof of (2). Suppose γ ∈ Γ is parabolic with fixed point p ∈M . Fix y ∈Mr{p}.
Since γ±n → p when n → ∞, by the expanding property there exists C > 0 such
that

σ(γ±n, y) ≥
∥∥γ±n∥∥

σ
− C

for all n ≥ 1. So by the properness assumption, both σ(γn, y) and σ(γ−n, y) are
nonnegative for n large. Therefore

lim sup
n→∞

1

n

(
σ(γ±1, γ±(n−1)y) + σ(γ±1, γ±(n−2)y) + · · ·+ σ(γ±1, y)

)
≥ lim sup

n→∞

1

n

(
σ(γ±n, y)− (n− 1)κ

)
≥ −κ.

Since σ is κ-coarsely continuous and γ±ny → p, we see that

lim sup
n→∞

1

n

(
σ(γ±1, γ±(n−1)y) + σ(γ±1, γ±(n−2)y) + · · ·+ σ(γ±1, y)

)
≤ σ(γ±1, p)+κ.

Thus, σ(γ±1, p) ≥ −2κ.
Finally, by the coarse cocycle identity, see Observation 3.1(3),

σ(γ, p) + σ(γ−1, p) ≤ 2κ.

Hence, σ(γ±1, p) ≤ 4κ. �

Proof of (3). We prove the contrapositive: if {d(γnyn, γn)} does not converge to
0, then

lim inf
n→∞

σ(γn, yn) = −∞.

Passing to a subsequence, we may suppose that there exists ε > 0 such that

d(γn, γnyn) ≥ ε
for all n ≥ 1. Then by the expanding property, there exists C > 0 such that

σ(γ−1
n , γnyn) ≥

∥∥γ−1
n

∥∥
σ
− C
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for all n ≥ 1. In particular, since σ is proper, we have

lim inf
n→∞

σ(γ−1
n , γnyn) = +∞

Since ∣∣σ(γn, yn)− σ(γ−1
n , γnyn)

∣∣ ≤ 2κ

for all n (see Observation 3.1), this implies that lim infn→∞ σ(γn, yn) = −∞. �

Proof of (4). It suffices to fix a sequence {γn} in Γ converging to x ∈M and show
that

lim sup
n→∞

∣∣∣σ(α, x)−
(
‖αγn‖σ − ‖γn‖σ

)∣∣∣ ≤ 2κ.

For each n, fix yn ∈M such that

‖αγn‖σ −
1

2n
≤ σ(αγn, yn).

Notice that αγn → αx and so part (3) implies that (αγn)yn → αx. Hence γnyn → x.
Then

‖αγn‖σ − ‖γn‖σ ≤ σ(αγn, yn)− σ(γn, yn) +
1

2n
≤ κ+ σ(α, γnyn) +

1

2n

and so
lim sup
n→∞

‖αγn‖σ − ‖γn‖σ ≤ 2κ+ σ(α, x).

Next for each n, fix zn ∈M such that

‖γn‖σ −
1

2n
≤ σ(γn, zn).

Then part (3) implies that γnzn → x. Then

‖αγn‖σ − ‖γn‖σ ≥ σ(αγn, zn)− σ(γn, zn)− 1

2n
≥ σ(α, γnzn)− κ− 1

2n

and so
lim inf
n→∞

‖αγn‖σ − ‖γn‖σ ≥ σ(α, x)− 2κ.

�

Proof of (5). Suppose not. Then there exist sequences {αn} and {βn} in Γ where
d(α−1

n , βn) ≥ ε and

lim
n→∞

‖αn‖σ + ‖βn‖σ − ‖αnβn‖σ = +∞.

By Observation 3.1,

‖αnβn‖σ ≥ ‖αn‖σ + ‖βn‖σ − (‖βn‖σ +
∥∥β−1

n

∥∥
σ
)− κ

and hence {βn} is an escaping sequence. For similar reasons, {αn} is an escaping
sequence. Then passing to a subsequence we can suppose that βn → x ∈ M and
α−1
n → y ∈M . Notice that, by assumption, x 6= y.

For each n, fix xn ∈M such that

σ(βn, xn) ≥ ‖βn‖σ − 1.

Then part (3) implies that βnxn → x. So

lim inf
n→∞

d(α−1
n , βnxn) ≥ ε.

So by the expanding property, there exists C ′ > 0 such that

σ(αn, βnxn) ≥ ‖αn‖σ − C
′
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for all n ≥ 1. But then

‖αnβn‖σ ≥ σ(αnβn, xn) ≥ σ(αn, βnxn) + σ(βn, xn)− κ
≥ ‖αn‖σ + ‖βn‖σ − C

′ − 1− κ

and we have a contradiction. �

Proof of (6). This is essentially the contrapositive of Part (5). By that part there
exists C > 0 such that: if α, β ∈ Γ and d(α−1, β) ≥ ε, then

‖α‖σ + ‖β‖σ − C ≤ ‖αβ‖σ .

Then let

F := {γ ∈ Γ : ‖γ‖σ ≤ C}.
Notice that F is finite since σ is proper.

Now if α, β ∈ Γ, ‖α‖σ ≤ ‖β‖σ, and β−1α /∈ F , then

‖β‖σ +
∥∥β−1α

∥∥
σ
− C > ‖α‖σ =

∥∥ββ−1α
∥∥
σ
.

So by our choice of C we must have d(β−1, β−1α) < ε. �

Finally, we observe that the coarse-cocycles in a coarse GPS system are expand-
ing.

Proposition 3.3. If Γ ⊂ Homeo(M) is a convergence group and (σ, σ̄, G) is a
coarse GPS system where δσ(Γ) < +∞, then:

(1) There exists C > 0 such that∥∥γ−1
∥∥
σ̄
− C ≤ ‖γ‖σ ≤

∥∥γ−1
∥∥
σ̄

+ C

for all γ ∈ Γ.
(2) σ and σ̄ are expanding.
(3) If G is κ-coarsely continuous, then there exists C ′ > 0 such that for any

(a, b) ∈ Λ(Γ)(2),

−C ′ + lim sup
α→a,β→b

G(α, β) ≤ G(a, b) ≤ lim inf
α→a,β→b

G(α, β) + C ′,

where, given α, β ∈ Γ we write

G(α, β) :=
∥∥α−1

∥∥
σ

+ ‖β‖σ −
∥∥α−1β

∥∥
σ
.

Proof of (1). Fix ε > 0 such that for every x ∈ M there exists y ∈ M with
d(x, y) ≥ ε. Then let

C := sup{G(x, y) : d(x, y) ≥ ε}.
Notice that C < +∞ since G is locally bounded.

Fix γ ∈ Γ. Then fix y ∈M such that ‖γ‖σ − 1 ≤ σ(γ, y). Pick x′ ∈M such that
d(x′, γy) ≥ ε and let x := γ−1(x′). Then

‖γ‖σ ≤ σ(γ, y) + 1 ≤ G(γx, γy)−G(x, y)− σ̄(γ, x) + κ+ 1

≤ G(γx, γy)−G(x, y) + σ̄(γ−1, γx) + 3κ+ 1

≤ C − 0 +
∥∥γ−1

∥∥
σ̄

+ 3κ+ 1 =
∥∥γ−1

∥∥
σ̄

+ C + 3κ+ 1.

The same reasoning can be used to show that∥∥γ−1
∥∥
σ̄
≤ ‖γ‖σ + C + 3κ+ 1. �
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Proof of (2). Fix ε > 0. We wish to find C > 0 such that σ(γ, x) > ‖γ‖σ − C
whenever d(γ−1, x) > ε.

To this end: fix ε′ ∈ (0, ε) such that M 6⊂ Bε′(p) ∪ Bε′(q) for all p, q ∈ Γ tM .
Let

C1 := sup{G(p, q) : d(p, q) ≥ ε′/2}.
Notice that C1 < +∞ since G is locally bounded. By Proposition 2.3 there exists
a finite subset F ⊂ Γ such that

(1) γ−1
(
M −Bε′/2(γ)

)
⊂ Bε′/2(γ−1)

for any γ ∈ Γ− F . Then let

C2 := sup {‖g‖σ − σ(g, x) : g ∈ F and x ∈M} .
We claim that C := max{C2, 2C1 + 2κ+ 1} suffices.

Fix γ ∈ Γ and x ∈M −Bε(γ−1). If γ ∈ F , then

σ(γ, x) ≥ ‖γ‖σ − C2.

Otherwise fix y ∈ M such that ‖γ‖σ ≤ 1 + σ(γ, y). By the definition of ε′ there
exists z′ ∈M − (Bε′(γy) ∪Bε′(γ)). Then let z := γ−1(z′). By Equation (1),

z ∈ Bε′/2(γ−1)

and hence
d(x, z) ≥ d(x, γ−1)− d(z, γ−1) > ε− ε′/2 > ε′/2.

Then

σ(γ, x)− ‖γ‖σ ≥ σ(γ, x) + σ̄(γ, z)− (σ(γ, y) + σ̄(γ, z))− 1

≥ G(γz, γx)−G(z, x)−G(γz, γy) +G(z, y)− 2κ− 1

≥ −G(z, x)−G(γz, γy)− 2κ− 1 ≥ −2C1 − 2κ− 1. �

Proof of (3). Fix ε > 0 such that M 6⊂ Bε(x) ∪Bε(y) for all x, y ∈ Γ tM .
Fix a 6= b ∈ Λ(Γ) and sequences {αn}, {βn} ⊂ Γ converging to a, b respectively.

Passing to a subsequence we can assume that α−1
n → a− and β−1

n → b−. Note that
a 6= b implies that α−1

n βn → a− and β−1
n αn → b−.

Fix x, y, z ∈M such that

d(x, a), d(y, b−), d(z, b), d(z, a−) > ε.

Passing to a further subsequence and using the facts that α−1
n x→ a−, αnz → a

and β−1
n αnz → b−, we can assume that

d(αn, a), d(β−1
n , b−), d(α−1

n x, a−), d(α−1
n βn, a−), d(αnz, a), d(β−1

n αnz, b−) <
ε

2
.

This implies that

d(αn, x), d(β−1
n , y), d(z, α−1

n x), d(z, α−1
n βn), d(αnz, x), d(β−1

n αnz, y) ≥ ε

2
.

Then using the constant C from Part (1) we have

G(αn, βn) ≤
∥∥α−1

n

∥∥
σ

+ ‖βn‖σ −
∥∥β−1

n αn
∥∥
σ̄

+ C.

Since σ, σ̄ are expanding, there exists Cε such that

σ(γ, p) ≥ ‖γ‖σ − Cε and σ̄(γ, p) ≥ ‖γ‖σ̄ − Cε
whenever d(p, γ−1) ≥ ε

2 . Since d(αn, x) ≥ ε
2 and d(β−1

n , y) ≥ ε
2 , we get

G(αn, βn) ≤ σ(α−1
n , x) + σ(βn, y)− σ̄(β−1

n αn, z) + C + 2Cε.
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Using the fact that σ̄ is a coarse-cocycle and Observation 3.1(3), it follows that

G(αn, βn) ≤ σ(α−1
n , x) + σ(βn, y) + σ̄(α−1

n βn, β
−1αnz) + C + 2Cε + 2κ

≤ σ(α−1
n , x) + σ(βn, y) + σ̄(α−1

n , αnz) + σ̄(βn, β
−1
n αnz) + C + 2Cε + 3κ.

Next we use the GPS system property (Definition 1.7), which implies

G(αn, βn) ≤ G(z, α−1
n x)−G(αnz, x)+G(αnz, βny)−G(β−1

n αnz, y)+C+2Cε+5κ.

Finally since G is locally finite there is C ′ε > 0 such that G(p, q) ≤ C ′ε whenever
d(p, q) ≥ ε

2 . Since G is nonnegative and d(z, α−1
n x) ≥ ε

2 , this implies

G(αn, βn) ≤ G(αnz, βny) + C + 2Cε + 5κ+ C ′ε.

We get a lower bound for G(αn, βn) in a similar way:

G(αn, βn) ≥
∥∥α−1

n

∥∥
σ

+ ‖βn‖σ −
∥∥β−1

n αn
∥∥
σ̄
− C

≥ σ(α−1
n , x) + σ(βn, y)− σ̄(β−1

n αn, z)− C − Cε
≥ σ(α−1

n , x) + σ(βn, y) + σ̄(α−1
n βn, β

−1αnz)− C − Cε − 2κ

≥ σ(α−1
n , x) + σ(βn, y) + σ̄(α−1

n , αnz) + σ̄(βn, β
−1
n αnz)− C − Cε − 3κ

≥ G(z, α−1
n x)−G(αnz, x) +G(αnz, βny)−G(β−1

n αnz, y)− C − Cε − 5κ

≥ G(αnz, βny)− C − Cε − 5κ− 2C ′ε.

As βny → b and αnz → a, we can conclude using the κ-coarse continuity of G.
�

4. Patterson–Sullivan measures

Using the results established in Proposition 3.2, we can carry out the standard
construction of a Patterson–Sullivan measure due to Patterson [Pat76] in the pres-
ence of an expanding coarse-cocyle.

Theorem 4.1. If σ is an expanding κ-coarse-cocycle for a convergence group
Γ ⊂ Homeo(M) and δ := δσ(Γ) < +∞, then there exists a 2κδ-coarse σ-Patterson–
Sullivan measure of dimension δ on M , which is supported on the limit set Λ(Γ).

Proof. By [Pat76, Lemma 3.1], there exists a non-decreasing function χ : R≥0 →
R≥1 such that

(a) For every ε > 0 there exists R > 0 such that χ(r + t) ≤ eεtχ(r) for any
r ≥ R and t ≥ 0,

(b)
∑
g∈Γ χ(‖g‖σ)e−δ‖g‖σ = +∞

(when
∑
g∈Γ e

−δ‖g‖σ = +∞, we can take χ ≡ 1).

Endow Γ tM with the compactifying topology (see Proposition 2.3). For x ∈
Γ tM , let Dx denote the Dirac measure centered at x.

For s > δ, define a Borel probability measure on Γ tM by

µs :=
1

Qχσ(s)

∑
g∈Γ

χ(‖g‖σ)e−s‖g‖σDg,

where Qχσ(s) :=
∑
g∈Γ χ(‖g‖σ)e−s‖g‖σ . Then fix sn ↘ δ such that µsn → µ in the

weak-∗ topology. We claim that µ is a 2κδ-coarse σ-Patterson–Sullivan measure of
dimension δ on M .
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By property (b) of χ,

lim
s↘δσ

Qχσ(s) = +∞.

Hence µ is supported on Λ(Γ) by Proposition 2.3.
To verify the Radon-Nikodym derivative condition, fix γ ∈ Γ. Then define

χγ : Γ tM → R by

χγ(x) =

{
χ(
∥∥γ−1x

∥∥
σ
)/χ(‖x‖σ) x ∈ Γ

1 x ∈M.

Property (a) of χ and Observation 3.1 imply that χγ is continuous. Next define
fγ : M t Γ→ R by

fγ(x) =


∥∥γ−1x

∥∥
σ
− ‖x‖σ x ∈ Γ

lim sup
xn→x, {xn}⊂Γ

∥∥γ−1xn
∥∥
σ
− ‖xn‖σ x ∈ Λ(Γ)∥∥γ−1

∥∥
σ

x ∈M r Λ(Γ).

Then by definition fγ is upper semicontinuous and hence Borel measurable. Further
Proposition 3.2(4) implies that∣∣fγ(x)− σ(γ−1, x)

∣∣ ≤ 2κ

when x ∈ Λ(Γ).
Then

γ∗µs =
1

Qχσ(s)

∑
g∈Γ

χ(‖g‖σ)e−s‖g‖σ Dγg =
1

Qχσ(s)

∑
g′∈Γ

χ(
∥∥γ−1g′

∥∥
σ
)e−s‖γ

−1g′‖
σ Dg′

=
1

Qχσ(s)

∑
g′∈Γ

χγ(g′)e−sfγ(g′)χ(‖g′‖σ)e−s‖g
′‖
σ Dg′ = χγe

−sfγµs.

Since χγ is continuous and µ is supported on Λ(Γ), taking the limit sn ↘ δ we
obtain that µ and γ∗µ are absolutely continuous and that

e−2κδ−δσ(γ−1,·) ≤ dγ∗µ

dµ
≤ e2κδ−δσ(γ−1,·),

so µ is a 2κδ-coarse σ-Patterson–Sullivan measure of dimension δ. �

One can use the above Patterson–Sullivan measure to obtain the following clas-
sical entropy gap result (see [DOP00, Prop. 2]).

Theorem 4.2. Suppose Γ ⊂ Homeo(M) is a convergence group, σ is an expanding
coarse-cocycle, and δσ(Γ) < +∞. If G ⊂ Γ is a subgroup where Λ(G) is a strict
subset of Λ(Γ) and ∑

g∈G
e−δσ(G)‖g‖σ = +∞,

then δσ(G) < δσ(Γ).

Proof. Fix an open set U ⊂ M such that U ∩ Λ(Γ) 6= ∅ and U ∩ Λ(G) = ∅.
By the definition of Λ(G), G acts properly discontinuously on M r Λ(G). Hence
there exists N > 0 such that every point in M is contained in at most N different
G-translates of U .
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Now fix a C2-coarse σ-Patterson–Sullivan µ for Γ of dimension δσ(Γ) supported
on Λ(Γ), so

e−C2−δσ(Γ)σ(γ−1,·) ≤ dγ∗µ

dµ
≤ eC2−δσ(Γ)σ(γ−1,·)

for all γ ∈ Γ, for some constant C2 > 0.
Suppose for a contradiction that δσ(G) = δσ(Γ). Since Γ acts minimally on Λ(Γ)

we must have µ(U) > 0. Then

N ≥
∑
g∈G

µ(gU) =
∑
g∈G

(g−1
∗ )µ(U) ≥ e−C2

∑
g∈G

∫
U

e−δσ(Γ)σ(g,x)dµ(x)

≥ µ(U)

eC2

∑
g∈G

e−δσ(G)‖g‖σ = +∞.

So we have a contradiction. �

5. Shadows and their properties

In this section we define our shadows, establish some of their basic properties,
relate them to a notion of uniformly conical limit points, and compare these shadows
to the classically defined shadows in the Gromov hyperbolic setting.

5.1. Basic properties. Suppose for the rest of the section that Γ ⊂ Homeo(M) is
a convergence group. Fix a compatible metric d on Γ tM and let Br(x) ⊂ Γ tM
denote the open ball of radius r > 0 centered at x. Given ε > 0 and γ ∈ Γ, the
associated shadow is

Sε(γ) := γ
(
M −Bε(γ−1)

)
.

Proposition 5.1. If ε > 0 and σ : Γ ×M → R is an expanding coarse-cocycle,
then:

(1) There exists C1 > 0 such that: if x ∈ Sε(γ), then

σ(γ, γ−1(x)) ≥ ‖γ‖σ − C1.

(2) If {γn} ⊂ Γ is an escaping sequence, then

lim
n→∞

diamSε(γn) = 0 and lim
n→∞

d(γn,Sε(γn)) = 0,

where the diameter is with respect to d. In particular, the Hausdorff distance
with respect to d between the sets {γn} and Sε(γn) converges to zero.

(3) There exists C2 > 0 such that: if α, β ∈ Γ, ‖α‖σ ≤ ‖β‖σ, and

Sε(α) ∩ Sε(β) 6= ∅,

then

‖β‖σ ≥
∥∥α−1β

∥∥
σ

+ ‖α‖σ − C2.

(4) There exists 0 < ε′ < ε such that: if α, β ∈ Γ, ‖α‖σ ≤ ‖β‖σ, and Sε(α) ∩
Sε(β) 6= ∅, then

Sε(β) ⊂ Sε′(α).

(5) There exists 0 < ε′ < ε such that: if I ⊂ Γ, then there exists J ⊂ I such
that the shadows {Sε(γ) : γ ∈ J} are disjoint and⋃

γ∈I
Sε(γ) ⊂

⋃
γ∈J
Sε′(γ).
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Proof. Part (1) follows from the definition of expanding coarse-cocycles and part (2)
is a consequence of Proposition 2.3(3).

Part (3): suppose for a contradiction that the claim is false. Then for each n ≥ 1
there exist αn, βn ∈ Γ such that ‖αn‖σ ≤ ‖βn‖σ,

Sε(αn) ∩ Sε(βn) 6= ∅ and ‖βn‖σ ≤
∥∥α−1

n βn
∥∥
σ

+ ‖αn‖σ − n.
In particular ∥∥α−1

n βn
∥∥
σ
≥ ‖βn‖σ − ‖αn‖σ + n ≥ n,

so {α−1
n βn} is escaping. Since ‖βn‖σ ≥ ‖αn‖σ, this implies that {βn} is also

escaping. Then by Proposition 3.2(6) we have

lim
n→∞

d(β−1
n αn, β

−1
n ) = 0.

For each n, fix xn ∈ Sε(αn) ∩ Sε(βn). By definition, d(β−1
n xn, β

−1
n ) ≥ ε and so

d(β−1
n xn, β

−1
n αn) ≥ d(β−1

n xn, β
−1
n )− d(β−1

n αn, β
−1
n ) ≥ ε/2

for n large enough. Also, d(α−1
n xn, α

−1
n ) ≥ ε for any n.

Since σ is expanding, there exists C > 0 such that

σ(γ, x) ≥ ‖γ‖σ − C
for all γ ∈ Γ and x ∈M −Bε/2(γ−1). Thus

‖βn‖σ ≥ σ(βn, β
−1
n xn) = σ(αnα

−1
n βn, β

−1
n xn)

≥ σ(αn, α
−1
n xn) + σ(α−1

n βn, β
−1
n xn)− κ

≥ ‖αn‖σ − C +
∥∥α−1

n βn
∥∥
σ
− C − κ

and we have a contradiction. Thus part (3) is true.
Part (4): suppose for a contradiction that there exist {αn}, {βn} ⊂ Γ and εn → 0

such that ‖αn‖σ ≤ ‖βn‖σ, Sε(αn) ∩ Sε(βn) 6= ∅, and Sε(βn) 6⊂ Sεn(αn). Then

α−1
n βn(M −Bε(β−1

n )) = α−1
n Sε(βn) 6⊂ α−1

n Sεn(αn) = M −Bεn(α−1
n )

for all n ≥ 1. Since εn → 0, by continuity of the action of Γ on ΓtM , the sequence
{α−1

n βn} must be escaping.
Then {β−1

n αn} is also escaping and so by Proposition 3.2(6) we have

lim
n→∞

d(β−1
n , β−1

n αn) = 0.

Thus for n large enough

α−1
n Sε(βn) = α−1

n βn
(
M −Bε(β−1

n )
)
⊂ α−1

n βn
(
M −Bε/2(β−1

n αn)
)

= Sε/2(α−1
n βn).

Then, applying part (2) to the escaping sequence {α−1
n βn}, we obtain that the

diameter of

α−1
n Sε(βn) ⊂ Sε/2(α−1

n βn)

tends to zero, and hence is less than ε/2 for n large enough. Further, by assumption,
α−1
n Sε(βn) intersects α−1

n Sε(αn) = M −Bε(α−1
n ) for all n. Hence

α−1
n Sε(βn) ⊂M −Bε/2(α−1

n )

for n large enough, which implies that Sε(βn) ⊂ Sεn(αn) for n large enough. Thus
we have a contradiction.

Part (5): using part (4), the proof of the proposition is standard, see e.g. [Fol99,
Lemma 3.15].
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Let ε′ be as in part (4). Enumerate I = {γ1, γ2, . . . } such that

‖γ1‖σ ≤ ‖γ2‖σ ≤ . . .

Inductively define j1 < j2 < . . . as follows: let j1 = 1, then supposing j1, . . . , jk
have been selected pick jk+1 to be the smallest index greater than jk such that

Sε(γjk+1
) ∩

k⋃
i=1

Sε(γji) = ∅.

We claim that J = {γj1 , γj2 , . . . } suffices (it is possible for J to be finite). By
definition the shadows {Sε(γ) : γ ∈ J} are disjoint. Further if γn /∈ J , then there
exists some index jk < n such that

Sε(γn) ∩ Sε(γjk) 6= ∅

(otherwise we would have γn ∈ J). Then part (4) implies that

Sε(γn) ⊂ Sε′(γjk).

So ⋃
γ∈I
Sε(γ) ⊂

⋃
γ∈J
Sε′(γ). �

5.2. Uniformly conical limit points. Next we introduce a notion of uniformly
conical limit points and relate them to the shadows defined above.

Definition 5.2. Given ε > 0, the ε-uniform conical limit set, denoted Λcon
ε (Γ), is

the set of points y ∈ M such that there exist a, b ∈ M and a sequence of elements
{γn} in Γ where d(a, b) ≥ ε, limn→∞ γn(y) = b, and limn→∞ γn(x) = a for all
x ∈M r {y}.

Notice that by definition

(2) Λcon(Γ) =
⋃
ε>0

Λcon
ε (Γ) =

∞⋃
n=1

Λcon
1
n

(Γ).

We also observe that these limit sets are invariant.

Observation 5.3. If ε > 0, then Λcon
ε (Γ) is Γ-invariant.

Proof. Fix y ∈ Λcon
ε (Γ) and γ ∈ Γ. Then there exist a, b ∈ M and a sequence of

elements {γn} in Γ where d(a, b) ≥ ε, limn→∞ γn(y) = b, and limn→∞ γn(x) = a
for all x ∈ M r {y}. Then limn→∞ γnγ

−1(γy) = b and limn→∞ γnγ
−1(x) = a for

all x ∈M r {γy}. So γy ∈ Λcon
ε (Γ). �

Next we relate the shadows to this notion of uniformly conical limit set.

Lemma 5.4.

(1) If x ∈ Λcon
ε (Γ) and 0 < ε′ < ε, then there exists an escaping sequence

{γn} ⊂ Γ such that x ∈
⋂
n Sε′(γn).

(2) If there exists an escaping sequence {γn} ⊂ Γ such that x ∈
⋂
n Sε(γn), then

x ∈ Λcon
ε (Γ).
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Proof. First suppose that x ∈ Λcon
ε (Γ). Then by definition there exist a, b ∈ M

so that d(a, b) ≥ ε and {γn} ⊂ Γ such that γ−1
n x → a and γ−1

n y → b for any
y ∈ M − {x}. Thus γ−1

n → b 6= a. So if ε′ < ε, then d(γ−1
n x, γ−1

n ) > ε′ for n
sufficiently large. Thus

x = γnγ
−1
n (x) ∈ γn(M −Bε′(γ−1

n )) = Sε′(γn)

for n sufficiently large.
Next suppose that x ∈

⋂
n Sε(γn) for some ε > 0 and some escaping {γn} ⊂ Γ.

Passing to a subsequence we can assume that γ−1
n x → a, γ−1

n → b and γn → c.
In particular γ−1

n y → b for any y ∈ M r {c}. Since x ∈ Sε(γn) for every n, we
have by definition d(γ−1

n x, γ−1
n ) ≥ ε. Passing to the limit we get d(a, b) ≥ ε, so

a 6= b. Moreover x = c, as otherwise {γ−1
n x} would have to converge to b. Hence

x ∈ Λcon
ε (Γ). �

5.3. Comparison to classical shadows. Suppose that X is a proper geodesic
Gromov hyperbolic space. Let Γ ⊂ Isom(X) be a discrete group. Then Γ acts as a
convergence group on the Gromov boundary ∂∞X of X.

Given b, p ∈ X and r > 0 the associated shadow Or(b, p) ⊂ ∂∞X is the set
of all x ∈ ∂∞X where there is some geodesic ray ` : [0,∞) → X where `(0) = b,
limt→∞ `(t) = x, and ` intersects the open ball of radius r > 0 centered at p.

Now fix a compatible metric d on Γ t ∂∞X, and for ε > 0 and γ ∈ Γ let
Sε(γ) ⊂ ∂∞X denote the shadow defined above.

Proposition 5.5.

(1) For any b ∈ X and r > 0 there exists ε > 0 such that

Or(b, γ(b)) ⊂ Sε(γ)

for all γ ∈ Γ.
(2) For any b ∈ X and ε > 0 there exists r > 0 such that

Sε(γ) ⊂ Or(b, γ(b))

for all γ ∈ Γ.

Proof. (1): Suppose that no such ε > 0 exists. Then there exist {γn} ⊂ Γ and {εn}
such that εn → 0 and Or(b, γn(b)) 6⊂ Sεn(γn) for all n. Equivalently, for each n
there exists

xn ∈ Or(γ−1
n (b), b) r

(
∂∞X −Bεn(γ−1

n )
)

= Or(γ−1
n (b), b) ∩Bεn(γ−1

n ).

Passing to a subsequence we can suppose that xn → x and γ−1
n → a. Then

by definition there exists a geodesic line ` : R → X where limt→∞ `(t) = a,
limt→−∞ `(t) = x, and ` intersects the closed ball of radius r centered at b. In
particular, a 6= x and hence xn /∈ Bεn(γ−1

n ) for n sufficiently large. So we have a
contradiction.

(2): This is very similar to the proof of (1). �

6. The Shadow Lemma and its consequences

In this section we establish a version of the classical Shadow Lemma. We then
derive some of its immediate consequences.
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Theorem 6.1 (The Shadow Lemma). Suppose Γ ⊂ Homeo(M) is a convergence
group, σ : Γ×M → R is an expanding coarse-cocycle, and µ is a coarse σ-Patterson–
Sullivan measure on M of dimension δ. For any sufficiently small ε > 0 there exists
C = C(ε) > 1 such that

1

C
e−δ‖γ‖σ ≤ µ (Sε(γ)) ≤ Ce−δ‖γ‖σ

for all γ ∈ Γ.

Using the results established in Sections 3 and 5, the proof of the shadow lemma
is essentially the same as Sullivan’s original argument [Sul79, Proposition 3].

Lemma 6.2. For every η > supx∈M µ({x}) there exists ε > 0 such that

µ
(
γ−1Sε(γ)

)
= µ (M −Bε(γ)) ≥ 1− η

for all γ ∈ Γ.

Proof. Otherwise there would exist {γn} ⊂ Γ and {εn} such that εn → 0 and
µ (M ∩Bεn(γn)) ≥ η for all n. Passing to a subsequence we can suppose that
γn → x ∈ Γ tM . Let δn := d(γn, x) and pass to a further subsequence so that
{εn + δn} is decreasing. Then

µ({x}) = lim
n→∞

µ (M ∩Bεn+δn(x)) ≥ η,

which contradicts our choice of η. �

Proof of Theorem 6.1. Notice that

sup
x∈M

µ({x}) < 1.

Otherwise, µ would be supported on a single point, which is impossible since Γ is
non-elementary. Hence by Lemma 6.2, there exists ε0 > 0 such that

δ0 := inf
γ∈Γ

µ
(
γ−1Sε0(γ)

)
is positive.

Fix ε < ε0. By Proposition 5.1(1) there exists C1 > 1 such that: if γ ∈ Γ, then

1

C1
e−δ‖γ‖σ2 ≤

d
(
γ−1

)
∗ µ

dµ
≤ C1e

−δ‖γ‖σ2

almost everywhere on γ−1Sε(γ).
Fix γ ∈ Γ. Then

µ
(
Sε(γ)

)
=
(
γ−1

)
∗ µ
(
γ−1Sε(γ)

)
=

∫
γ−1Sε(γ)

d
(
γ−1

)
∗ µ

dµ
dµ.

Hence
δ0
C1
e−δ‖γ‖σ2 ≤ µ

(
Sε(γ)

)
≤ C1e

−δ‖γ‖σ2 . �

The following results now also follow from the standard arguments from the
classical case.

Proposition 6.3. Suppose Γ ⊂ Homeo(M) is a convergence group, σ : Γ×M → R
is an expanding coarse-cocycle, and µ is a coarse σ-Patterson–Sullivan measure on
M of dimension β. Then:
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(1) If y ∈M is a conical limit point, then µ({y}) = 0.
(2) If ∑

γ∈Γ

e−β‖γ‖σ < +∞,

then µ(Λcon(Γ)) = 0.
(3) β ≥ δσ(Γ).
(4) There exists C > 0 such that

#{γ ∈ Γ : ‖γ‖σ ≤ R} ≤ Ce
δσ(Γ)R

for any R > 0.

Proof of (1). Suppose y is a conical limit point. By Equation (2) and Lemma 5.4,
there exist ε > 0 and an escaping sequence {γn} ⊂ Γ such that y ∈ Sε(γn) for all
n. Hence, by the Shadow Lemma (Theorem 6.1), there exists C > 0 such that

µ({y}) ≤ µ(Sε(γn)) ≤ Ce−β‖γn‖σ

for all n. Since σ is expanding, it is proper (by definition) and so ‖γn‖σ → +∞.
Hence µ({y}) = 0. �

Proof of (2). By Lemma 5.4 for every m0 > 0 we have

Λcon(Γ) ⊂
⋃

m≥m0

⋂
n≥1

⋃
‖γ‖σ≥n

S1/m(γ).

By the Shadow Lemma (Theorem 6.1), for all m sufficiently large there exists
Cm > 0 such that

µ(S1/m(γ)) ≤ Cme−β‖γ‖σ
for all γ ∈ Γ. Hence for all m sufficiently large,

µ

⋂
n≥1

⋃
‖γ‖σ≥n

S1/m(γ)

 ≤ lim
n→∞

∑
‖γ‖σ≥n

Cme
−β‖γ‖σ

which equals zero by assumption. Thus µ(Λcon(Γ)) = 0. �

The final two parts of the proposition require a lemma.

Lemma 6.4. Then there exists C > 0 such that

#{γ ∈ Γ : ‖γ‖σ ≤ R} ≤ Ce
βR

for any R > 0.

Proof. By the Shadow Lemma (Theorem 6.1) there exist ε > 0 and C1 > 1 such
that

(3) µ(Sε(γ)) ≥ C−1
1 e−β‖γ‖σ

for all γ ∈ Γ. By Proposition 5.1(3), there exists C2 such that: if γ, γ′ ∈ Γ,

|‖γ‖σ − ‖γ
′‖σ| ≤ 1,

and Sε(γ) ∩ Sε(γ′) 6= ∅, then
∥∥γ−1γ′

∥∥
σ
≤ C2. Let

C3 := #{γ ∈ Γ : ‖γ‖σ ≤ C2}
(which is finite since σ is proper). Then, for all x ∈M and R > 0,

(4) #{γ ∈ Γ : R− 1 ≤ ‖γ‖σ ≤ R and x ∈ Sε(γ)} ≤ C3.
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Then

#{γ ∈ Γ : R− 1 ≤ ‖γ‖σ ≤ R} =
∑
γ∈Γ

R−1≤‖γ‖σ≤R

1 ≤ C1e
βR

∑
γ∈Γ

R−1≤‖γ‖σ≤R

µ(Sε(γ))

≤ C1C3µ(M)eβR = C1C3e
βR.

We complete the proof by summing this inequality over N. �

Proof of (3). This follows immediately from Lemma 6.4 and the definition of the
critical exponent δσ(Γ). �

Proof of (4). By Theorem 4.1 there exists a Patterson–Sullivan measure with di-
mension δσ(Γ). Then part (4) follows immediately from applying Lemma 6.4 to
this measure. �

Part 2. Dynamics of Patterson–Sullivan measures

7. Conical limit points have full measure in the divergent case

In this section we show that any Patterson–Sullivan measure with dimension
equal to the critical exponent is supported on the conical limit set in case when
the associated Poincaré series diverges at its critical exponent. The proof is similar
to Roblin’s argument for the analogous result for Busemann cocycles in CAT(−1)
spaces [Rob03], in that we use a variant of the Borel–Cantelli Lemma. However,
we use a different variant of the lemma and apply it to a different collection of sets.
This approach seems slightly simpler and was also used in [CZZ23].

Proposition 7.1. Suppose Γ ⊂ Homeo(M) is a convergence group and σ : Γ×M →
R is an expanding coarse-cocycle with δ := δσ(Γ) < +∞. If µ is a coarse σ-
Patterson–Sullivan measures of dimension δ and∑

γ∈Γ

e−δ‖γ‖σ = +∞,

then µ (Λcon(Γ)) = 1.

We first show that µ(Λcon(Γ)) > 0. To accomplish this we use the following
variant of the Borel–Cantelli Lemma.

Lemma 7.2 (Kochen–Stone Borel–Cantelli Lemma). Let (X, ν) be a finite measure
space. If {An} is a sequence of measurable sets where

∞∑
n=1

ν(An) = +∞ and lim inf
N→∞

∑
1≤m,n≤N ν(An ∩Am)

(
∑N
n=1 ν(An))2

< +∞,

then

ν ({x ∈M : x is contained in infinitely many of A1, A2, . . . }) > 0.

Fix a compatible metric d on Γ tM , and for ε > 0 and γ ∈ Γ let Sε(γ) ⊂ M
denote the shadow defined in Section 5. Using the Shadow Lemma (Theorem 6.1),
fix ε > 0 and a constant C1 > 1 such that

1

C1
e−δ‖γ‖σ ≤ µ

(
Sε(γ)

)
≤ C1e

−δ‖γ‖σ
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for all γ ∈ Γ. Next fix an enumeration Γ = {γn} such that

‖γ1‖σ ≤ ‖γ2‖σ ≤ . . .

and let

An := Sε(γn).

We will show that the sets {An} satisfy the hypothesis of the Kochen–Stone lemma.
One part is easy: By assumption

∞∑
n=1

µ(An) ≥ 1

C1

∑
γ∈Γ

e−δ‖γ‖σ = +∞.

The other part is only slightly more involved. Using Proposition 5.1(3) there
exists C2 > 0 such that: if 1 ≤ n ≤ m and An ∩Am 6= ∅, then

‖γn‖σ +
∥∥γ−1

n γm
∥∥
σ
≤ ‖γm‖σ + C2.

Hence, in this case,
∥∥γ−1

n γm
∥∥
σ
≤ ‖γm‖σ + C2 and

µ(An ∩Am) ≤ µ(Am) ≤ C1e
−δ‖γm‖σ ≤ C3e

−δ‖γn‖σe−δ‖γ
−1
n γm‖

σ

where C3 := C1e
δC2 . So, if f(N) := max{n : ‖γn‖ ≤ ‖γN‖+ C2}, then

N∑
m,n=1

µ(An ∩Am) ≤ 2
∑

1≤n≤m≤N

µ(An ∩Am) ≤ 2C3

∑
1≤n≤m≤N

e−δ‖γn‖σe−δ‖γ
−1
n γm‖

σ

≤ 2C3

N∑
n=1

e−δ‖γn‖σ
f(N)∑
n=1

e−δ‖γn‖σ .

Thus to apply the Kochen–Stone lemma, it suffices to observe the following.

Lemma 7.3. There exists C4 > 0 such that:

f(N)∑
n=1

e−δ‖γn‖σ ≤ C4

N∑
n=1

e−δ‖γn‖σ

for all N ≥ 1.

Proof. Notice if N < n ≤ m ≤ f(N) and An ∩Am 6= ∅, then∥∥γ−1
n γm

∥∥
σ
≤ ‖γm‖ − ‖γn‖σ + C2 ≤ 2C2.

So if C4 := #{γ ∈ Γ : ‖γ‖σ ≤ 2C2}, then

f(N)∑
n=N+1

e−δ‖γn‖σ ≤ C1

f(N)∑
n=N+1

µ(An) ≤ C1C4µ

 f(N)⋃
n=N+1

An

 ≤ C1C4.

Hence
f(N)∑
n=1

e−δ‖γn‖σ ≤
(

1 + C1C4e
δ‖γ1‖σ

) N∑
n=1

e−δ‖γn‖σ . �

So by the Kochen–Stone lemma the set

X := {x ∈M : x is contained in infinitely many of A1, A2, . . . }

has positive µ measure. By Lemma 5.4, X ⊂ Λcon(Γ). Hence µ(Λcon(Γ)) > 0.
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Now suppose for a contradiction that µ(Λcon(Γ)) < 1. Let Y := M − Λcon(Γ)
and define a measure µ̂ on M by

µ̂(·) =
1

µ(Y )
µ(Y ∩ ·).

This is also a coarse σ-Patterson–Sullivan measure of dimension δ and so the argu-
ment above implies that

0 < µ̂(Λcon(Γ)) = µ(Y ∩ Λcon(Γ)) = 0.

So we have a contradiction.

8. Ergodicity and uniqueness of Patterson–Sullivan measures

In this section we establish uniqueness and ergodicity of Patterson–Sullivan mea-
sures in the divergent case. Our argument is similar to the proof of statement (g)
in [Rob03, pg. 22], see also [DK22, Sublemma 8.7].

For the rest of the section, suppose Γ ⊂ Homeo(M) is a convergence group and
σ : Γ×M → R is an expanding coarse-cocycle with δ := δσ(Γ) < +∞.

Theorem 8.1. If µ is a C-coarse σ-Patterson–Sullivan measure of dimension δ
and ∑

γ∈Γ

e−δ‖γ‖σ = +∞,

then:

(1) Γ acts ergodically on (M,µ).
(2) µ is coarsely unique in the following sense: if λ is a C-coarse σ-Patterson–

Sullivan measure of dimension δ, then e−4Cµ ≤ λ ≤ e4Cµ.
(3) µ(Λcon

ε (Γ)) = 1 when ε > 0 is sufficiently small (recall that Λcon
ε (Γ) was

defined in Definition 5.2).

The rest of the section is devoted to the proof of Theorem 8.1. We will prove that
Γ acts ergodically on (M,µ) and then use ergodicity to deduce the other claims.
To prove ergodicity we will first establish a version of the Lebesgue differentiation
theorem (as in [Rob03, Lemme 2]).

Fix a compatible metric d on Γ tM .

Lemma 8.2. Suppose ε0 > 0 satisfies the Shadow Lemma (Theorem 6.1). If f ∈
L1(M,µ), then for µ-almost every x ∈M we have

f(x) = lim
n→∞

1

µ(Sε(γn))

∫
Sε(γn)

f(y)dµ(y)

for every 0 < ε ≤ ε0 and escaping sequence {γn} ⊂ Γ with

x ∈
⋂
n≥1

Sε(γn).

Proof. Using Proposition 5.1(5), the proof is very similar to the proof of the Lebesgue
differentiation theorem, see e.g. [Fol99, Theorem 3.18].

Let εj := ε0/j. For f ∈ L1(M,µ) and j ≥ 1, define Ajf,Bjf : M → [0,∞) by
setting

Ajf(x) = lim
R→∞

sup
‖γ‖σ≥R
x∈Sεj (γ)

1

µ(Sεj (γ))

∫
Sεj (γ)

|f(y)− f(x)| dµ(y)
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and

Bjf(x) = lim
R→∞

sup
‖γ‖σ≥R
x∈Sεj (γ)

1

µ(Sεj (γ))

∫
Sεj (γ)

|f(y)| dµ(y)

if x ∈ Λcon
2ε0 (Γ) and Af(x) = Bf(x) = 0 otherwise.

Now fix f ∈ L1(M,µ). We claim that Ajf(x) = 0 for µ-almost every x ∈M . To
show this it suffices to fix α > 0 and show that

µ({x ∈M : Ajf(x) > α}) = 0.

Fix η > 0 and let g be a continuous function with∫
M

|f − g| dµ < η.

Then
0 ≤ Ajf(x) ≤ Bj(f − g)(x) + |f(x)− g(x)|+Ajg(x).

Since g is continuous, Proposition 5.1(2) implies that Ajg(x) = 0. Hence

{x ∈M : Ajf(x) > α} ⊂ Nj ∪ {x ∈M : |f(x)− g(x)| > α/2}
where

Nj := {x ∈M : Bj(f − g)(x) > α/2}.
The measure of the second set is easy to bound:

(5) µ({x ∈M : |f(x)− g(x)| > α/2}) ≤ 2

α

∫
M

|f − g| dµ < 2η

α
.

To bound the measure of the first set, notice that for every x ∈ Nj , there exists
γx ∈ Γ such that x ∈ Sεj (γx) and

µ(Sεj (γx)) ≤ 2

α

∫
Sεj (γx)

|f(y)− g(y)| dµ(y).

Using Proposition 5.1(5), we can find N ′j ⊂ Nj and ε′j < εj such that the shadows
{Sεj (γx) : x ∈ N ′j} are disjoint and

Nj ⊂
⋃
x∈Nj

Sεj (γx) ⊂
⋃
x∈N ′j

Sε′j (γx).

Applying the Shadow Lemma (Theorem 6.1), there exists a constant Cj > 1 such
that

µ(Sε′j (γ)) ≤ Cjµ(Sεj (γ))

for all γ ∈ Γ. Then

µ(Nj) ≤
∑
x∈N ′j

µ(Sε′j (γx)) ≤ Cj
∑
x∈N ′j

µ(Sεj (γx))

≤ 2Cj
α

∑
x∈N ′j

∫
Sεj (γx)

|f(y)− g(y)| dµ(y)

=
2Cj
α

∫
⋃
x∈N′

j
Sεj (γx)

|f(y)− g(y)| dµ(y) ≤ 2Cjη

α
.

Then using Equation (5),

µ({x ∈M : Ajf(x) > α}) ≤ 2(1 + Cj)η

α
.
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Since η > 0 was arbitrary, we have µ({x ∈M : Ajf(x) > α}) = 0. Since α > 0 was
arbitrary, we see that Ajf(x) = 0 for µ-almost every x ∈M .

Next we show that the full µ-measure set ∩j≥1{x : Af(x) = 0} satisfies the
lemma. To that end, fix x with Ajf(x) = 0 for all j ≥ 1, ε ∈ (0, ε0] and an escaping
sequence {γn} where

x ∈
⋂
n≥1

Sε(γn).

Fix j ≥ 1 such that εj < ε. Then Sεj (γ) ⊃ Sε(γ). By the Shadow Lemma
(Theorem 6.1), there exists a constant c > 0 such that

µ(Sε(γ)) ≥ cµ(Sεj (γ))

for all γ ∈ Γ. Then

lim sup
n→∞

∣∣∣∣∣f(x)− 1

µ(Sε(γn))

∫
Sε(γn)

f(y)dµ(y)

∣∣∣∣∣
≤ lim sup

n→∞

1

µ(Sε(γn))

∫
Sε(γn)

|f(x)− f(y)| dµ(y)

≤ lim sup
n→∞

c−1

µ(Sεj (γn))

∫
Sεj (γn)

|f(x)− f(y)| dµ(y)

≤ c−1Ajf(x) = 0. �

Next we use Lemma 8.2 to prove the following.

Lemma 8.3. Suppose ε0 > 0 satisfies the Shadow Lemma (Theorem 6.1). If E ⊂
M is measurable, then for µ-almost every x ∈ E we have

1 = lim
n→∞

µ(γ−1
n E)

for every 0 < ε ≤ ε0 and escaping sequence {γn} ⊂ Γ with

x ∈
⋂
n≥1

Sε(γn).

Proof. Applying Lemma 8.2 to 1E , there is a full µ-measure set N ⊂M such that

1 = lim
n→∞

1

µ(Sε(γn))

∫
Sε(γn)

1E(y)dµ(y) = lim
n→∞

µ(E ∩ Sε(γn))

µ(Sε(γn))

whenever x ∈ N ∩ E, 0 < ε ≤ ε0 and {γn} ⊂ Γ is an escaping sequence with

x ∈
⋂
n≥1

Sε(γn).

We claim that the full µ-measure set N satisfies the lemma. To that end, fix
x ∈ E ∩N , 0 < ε ≤ ε0 and escaping sequence {γn} ⊂ Γ with

x ∈
⋂
n≥1

Sε(γn).

Notice that

x ∈
⋂
n≥1

Sε/j(γn).
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for all j ≥ 1, since Sε(γ) ⊂ Sε/j(γ). So we have

1 = lim
n→∞

µ(E ∩ Sε/j(γn))

µ(Sε/j(γn))

for every j ≥ 1. Now

µ(E ∩ Sε/j(γn)) = µ(Sε/j(γn))− µ(Ec ∩ Sε/j(γn))

= µ(Sε/j(γn))− (γ−1
n )∗µ(γ−1

n Ec ∩ γ−1
n Sε/j(γn)).

Hence

0 = lim
n→∞

(γ−1
n )∗µ(γ−1

n Ec ∩ γ−1
n Sε/j(γn))

(γ−1
n )∗µ(γ−1

n Sε/j(γn))
.

By Proposition 5.1(1) , there exists Cj > 1 (independent of n) such that

1

Cj
e−‖γn‖σ ≤ d(γ−1

n )∗µ

dµ
≤ Cje−‖γn‖σ

almost everywhere on γ−1
n Sε/j(γn). Thus

0 = lim
n→∞

µ(γ−1
n Ec ∩ γ−1

n Sε/j(γn))

µ(γ−1
n Sε/j(γn))

.

Recall that γ−1
n Sε/j(γn)) = M −Bε/j(γn). Further, by Proposition 7.1 and Propo-

sition 6.3, µ has no atoms. Hence

lim
j→∞

inf
n≥1

µ
(
γ−1
n Sε/j(γn))

)
= 1.

Thus µ(γ−1
n Ec)→ 0, which implies that µ(γ−1

n E)→ 1. �

Now we are ready to prove the three assertions in Theorem 8.1.

Lemma 8.4. Γ acts ergodically on (M,µ).

Proof. Lemma 8.3 implies that any Γ-invariant set with positive µ-measure has full
measure. �

Lemma 8.5. If λ is a C-coarse σ-Patterson–Sullivan measure of dimension δ, then
e−4Cµ ≤ λ ≤ e4Cµ.

Proof. For any t ∈ [0, 1] the measure µt := (1 − t)µ + tλ is also a C-coarse σ-
Patterson–Sullivan measure of dimension δ. Indeed, for any γ ∈ Γ, letting f(x) =

e−δσ(γ−1,x) we have C−1fµ ≤ γ∗µ ≤ Cfµ and C−1fλ ≤ γ∗λ ≤ Cfλ, so

γ∗µt = γ∗((1− t)µ+ tλ) = (1− t)γ∗µ+ tγ∗λ ≤ (1− t)Cfµ+ tCfλ = Cfµt,

and similarly γ∗µt ≥ C−1fµt.
Fix s, t ∈ (0, 1). Then the measures µs and µt are absolutely continuous. Since

µt and µs are both coarse Patterson–Sullivan measures of the same dimension,
the Radon-Nikodym derivative dµt

dµs
is coarsely Γ-invariant, more precisely: for any

γ ∈ Γ we have

e−2C dµt
dµs
≤ dµt
dµs
◦ γ ≤ e2C dµt

dµs
µs-almost everywhere.
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Next fix εj ↘ 0. Then for each j there exists rj ∈ R such that the set Aj :=

{rj ≤ dµt
dµs
≤ rj + εj} has positive µs-measure. Then Γ ·Aj is Γ-invariant and hence,

by ergodicity, must have full measure. Further,

Γ ·Aj ⊂ {e−2Crj ≤
dµt
dµs
≤ e2Crj + e2Cεj}

and so

e−2Crjdµs ≤ dµt ≤ (e2Crj + e2Cεj)dµs.

Since µt and µs are both probability measures, we must have

e−2Crj ≤ 1 and e2Crj + e2Cεj ≥ 1

for all j. Thus any limit point of {rj} is in [e−2C , e2C ], which implies that

e−4Cdµs ≤ dµt ≤ e4Cdµs.

Since s, t ∈ (0, 1) were arbitrary, we then see that e−4Cµ ≤ λ ≤ e4Cµ. �

Lemma 8.6. µ(Λcon
ε (Γ)) = 1 when ε > 0 is sufficiently small.

Proof. Proposition 7.1 implies that µ(Λcon(Γ)) = 1. Since Λcon(Γ) =
⋃
ε>0 Λcon

ε (Γ),
this implies that µ(Λcon

ε (Γ)) > 0 when ε > 0 is sufficiently small. By Observa-
tion 5.3, the set Λcon

ε (Γ) is Γ-invariant. Hence, by ergodicity, µ(Λcon
ε (Γ)) = 1 for all

sufficiently small ε > 0. �

9. BMS measures on M (2), conservativity and dissipativity

Suppose Γ ⊂ Homeo(M) is a convergence group and let

M (2) := {(x, y) ∈M2 : x 6= y}.

In this section we study the action of Γ on M (2).

9.1. BMS measures. We first observe that a coarse GPS system can be used to
produce a Γ-invariant measure on M (2). To that end, suppose (σ, σ̄, G) is a coarse
GPS system, and µ, µ̄ are coarse Patterson–Sullivan measures of dimension δ ≥ 0
for σ, σ̄ respectively.

We use a lemma from [BF17] to show that µ̄ ⊗ µ can be scaled to become Γ-
invariant. Note that this lemma is unnecessary in the continuous case, i.e. when
κ = 0 in Definition 1.7.

Lemma 9.1. There exists a Borel measurable function G̃ : M (2) → [0,∞) such that

(σ, σ̄, G̃) is a coarse GPS system and the measure

ν := eδG̃µ̄⊗ µ.

is locally finite and Γ-invariant. We call ν a BMS (Bowen–Margulis–Sullivan)
measure of dimension δ on M (2) associated to (σ, σ̄, G, µ, µ̄).

Proof. Define H : M (2) → [0,∞) by

H(x, y) = lim sup
p→x,q→y

G(p, q).

Since (σ, σ̄, G) is a coarse GPS system, we see that (σ, σ̄,H) is a coarse GPS system.
By construction H is upper semicontinuous and hence Borel measurable (while G
may not be).
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Let ν0 := eδH µ̄⊗ µ and

ρ(γ, x, y) := −1

δ
log

dγ−1
∗ ν0

dν0
(x, y).

By uniqueness of Radon–Nikodym derivatives, there is a full (µ̄ ⊗ µ)-measure Γ-
invariant Borel measurable subset E ⊂ M (2) such that ρ(γ, x, y) is defined for all
γ ∈ Γ and (x, y) ∈ E, and ρ(γγ′, x, y) = ρ(γ, γ′x, γ′y)+ρ(γ′, x, y) for any additional
γ′ ∈ Γ. We extend ρ to a cocycle on the whole set M (2) by setting it to zero on
the complement of E. Further, since (σ, σ̄,H) is a coarse GPS system and µ, µ̄ are
coarse Patterson–Sullivan measures for σ, σ̄, one may check that ρ is bounded on a
full measure set. So up to changing it on a null measure set we may assume that

sup
γ∈Γ,(x,y)∈M(2)

|ρ(γ, x, y)| < +∞.

By [BF17, Lem. 3.4] there exists a bounded Borel function φ : M (2) → R such that

ρ(γ, x, y) = φ(γx, γy)− φ(x, y).

for all γ ∈ Γ and (x, y) ∈M (2). Then let

G̃ = H + φ− inf
(x,y)∈M(2)

φ(x, y)

(notice that the constant term is added so that G̃ is non-negative).

Since φ is bounded, G̃ is at bounded distance from H, which immediately implies

that (σ, σ̄, G̃) is a coarse GPS system. The fact that ν := eδG̃µ̄⊗ µ is locally finite

comes from the fact that G̃ is locally finite. To see the Γ-invariance of ν, note

γ−1
∗ ν = Ceδφ◦γγ−1

∗ ν0 = Ceδφ◦γe−δρ(γ,·)ν0 = Ceδφν0 = ν. �

9.2. Conservative–dissipative dichotomy for BMS measures. In this sec-
tion, we consider the conservativity/dissipativity of the Γ action on M (2).

We say that an orbit Γ(x, y) ⊂M (2) is escaping if {γ ∈ Γ : γ(x, y) ∈ K} is finite
for any compact subset K ⊂M (2).

Lemma 9.2. An orbit Γ(x, y) ⊂M (2) is escaping if and only both x and y are not
conical limit points.

Proof. Let d be a compatible metric on Γ tM .
Suppose one of x, y is conical, say x. Then there exists {γn} ⊂ Γ and a 6= b ∈M

such that γnx → a while γnz → b for any z ∈ M r {x}. In particular γn(x, y) →
(a, b) ∈M (2), so Γ(x, y) is not escaping.

Suppose Γ(x, y) is not escaping, i.e. d(γnx, γny) stays away from zero for some
escaping sequence {γn} ⊂ Γ. Passing to a subsequence, there are c, b ∈ M such
that γnz → b for any z ∈ M r {c}. Since {γnx} and {γny} cannot both converge
to b, one of x, y must be equal to c, say x. Then passing to a further subsequence,
γnx→ a ∈M r {b}, so x is conical. �

As a corollary we obtain the following dichotomy, which is a part of our Hopf–
Tsuji–Sullivan dichotomy (Theorem 1.8).

Corollary 9.3. Let (σ, σ̄, G) be a coarse GPS system and let ν be a BMS measure
of dimension δ on M (2).

• If
∑
γ∈Γ e

−δ‖γ‖σ = +∞, then the action of Γ on (M (2), ν) is conservative.

• If
∑
γ∈Γ e

−δ‖γ‖σ < +∞, then the action of Γ on (M (2), ν) is dissipative.
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Proof. By definition ν = eδG̃µ̄ ⊗ µ where µ, µ̄ are coarse Patterson–Sullivan mea-
sures for σ, σ̄ and G̃ : M (2) → R. Suppose

∑
e−δ‖γ‖σ = +∞ (resp. < +∞). By

Proposition 7.1 (resp. Proposition 6.3(2)) and Proposition 3.3(1), µ and µ̄ give full
measure to Λcon(Γ) (resp. M − Λcon(Γ)). Hence ν gives full measure to Λcon(Γ)(2)

(resp. (M−Λcon(Γ))(2)) in M (2) , and hence gives full measure to the set of Γ-orbits
in M (2) that do not escape (resp. that do escape) by Lemma 9.2, which is the con-
servative (resp. dissipative) part in the Hopf decomposition of Lemma A.9. �

10. A flow space

In this section, we use our Patterson–Sullivan measure to define a flow space
which admits a measurable action by Γ. In the presence of a GPS system we
construct a Γ-invariant flow-invariant measure on this flow space. The construction
of the measurable action comes from work of Bader–Furman [BF17].

For the rest of the section suppose Γ ⊂ Homeo(M) is a convergence group and
σ : Γ×M → R is an expanding coarse-cocycle. As in Section 9, let

M (2) := {(x, y) ∈M2 : x 6= y}.

The space M (2) × R has a natural flow defined by

ψt(x, y, s) = (x, y, s+ t).

10.1. An action of Γ on M (2) × R. In this section we show that any Patterson–
Sullivan induces a measurable action of Γ on M (2) × R.

Suppose µ is a coarse σ-Patterson–Sullivan measure of dimension δ. Then let
σPS : Γ×M → R be the measurable cocycle defined by

σPS(γ, x) = −1

δ
log

dγ−1
∗ µ

dµ
(x).

Observation 10.1. We can assume that σPS is everywhere defined and that σPS

is a cocycle:

σPS(γ1γ2, x) = σPS(γ1, γ2x) + σPS(γ2, x)

for all γ1, γ2 ∈ Γ and x ∈M .

Proof. By uniqueness of Radon–Nikodym derivatives, there exists a Γ-invariant set
E ⊂M where µ(E) = 1 and

σPS(γ1γ2, x) = σPS(γ1, γ2x) + σPS(γ2, x)

for all γ1, γ2 ∈ Γ and x ∈ E. Since µ(Ec) = 0, we may assume that σPS|Γ×Ec ≡ 0.
Then σPS is a cocycle. �

Using Observation 10.1 we can define a Γ action on M (2) × R by

γ · (x, y, t) = (γx, γy, t+ σPS(γ, y)).

Notice that this action commutes with the flow ψt.



36 BLAYAC, CANARY, ZHU, AND ZIMMER

10.2. A measure on the flow space. Now we assume that σ is part of a coarse
GPS system (σ, σ̄, G) and µ̄ is a coarse σ̄-Patterson–Sullivan measure of dimension
δ. In this case, we will construct a flow-invariant measure on M (2) × R.

Let ν = eδG̃µ̄⊗ µ be a Γ-invariant BMS measure associated to (σ, σ̄, G, µ, µ̄) as

in Section 9.1, where G̃ : M (2) → [0,∞) is measurable and (σ, σ̄, G̃) is a coarse GPS
system.

Then let m̃ := ν ⊗ dt, which is a measure on M (2) × R. Notice that:

(1) Since G̃ is locally bounded on M (2), the measure m̃ is locally finite on
M (2) × R.

(2) m̃ is Γ-invariant and ψt-invariant.

Next we show that the action of Γ on (M (2)×R, m̃) is dissipative (see Appendix A
for the definition).

Since µ is a coarse Patterson–Sullivan measure, there exists C > 0 such that for
each γ ∈ Γ there is some Mγ ⊂M with µ(Mγ) = 1 and

sup
x∈Mγ

|σPS(γ, x)− σ(γ, x)| < C.

Let

(6) M ′ :=
⋂
α∈Γ

α

⋂
γ∈Γ

Mγ

 .

Then M ′ is Γ-invariant, µ(M ′) = 1, and

(7) sup
x∈M ′,γ∈Γ

|σPS(γ, x)− σ(γ, x)| < C.

Finally let

Z := {(x, y, t) ∈M (2) × R : y ∈M ′}.
Then Z is Γ-invariant and ψt-invariant, and has full m̃-measure.

The next result implies that if v ∈ Z, then its Γ-orbit is escaping, i.e. {γ : γv ∈
K} is finite for any compact set K. In particular, m̃-almost every orbit is escaping.

Proposition 10.2. For any compact subset K ⊂M (2) × R the set

{γ ∈ Γ : (K ∩ Z) ∩ γ(K ∩ Z) 6= ∅}

is finite. In particular, the action of Γ on (M (2) × R, m̃) is dissipative.

Proof. Suppose for a contradiction that there exist a compact set K ⊂ M (2) × R
and a sequence {γn} of distinct elements of Γ such that

(K ∩ Z) ∩ γn(K ∩ Z) 6= ∅

for all n. Passing to a subsequence we can assume that γn → a ∈ M and γ−1
n →

b ∈M , i.e. γ−1
n |M−{a} converges locally uniformly to b.

For each n fix

(xn, yn, tn) ∈ (K ∩ Z) ∩ γn(K ∩ Z).

Passing to a subsequence we can suppose that xn → x and yn → y 6= x.
Since {tn} is bounded and

(γ−1
n xn, γ

−1
n yn, tn + σPS(γ−1

n , yn)) = γ−1
n (xn, yn, tn) ∈ K ∩ Z,
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we see that {σPS(γ−1
n , yn)} is bounded. Then Equation (7) implies that {σ(γ−1

n , yn)}
is bounded. Then Proposition 3.2(3) implies that γ−1

n yn → b. Since

lim inf
n→∞

d(γ−1
n xn, γ

−1
n yn) > 0

and γ−1
n |M−{a} converges locally uniformly to b, we must have x = a. Hence y 6= a.

Since σ is expanding, there exists C ′ > 0 such that

σ(γ−1
n , yn) ≥

∥∥γ−1
n

∥∥
σ
− C ′

for all n ≥ 1. In particular, this quantity diverges to +∞ as n → ∞, which
contradicts our earlier observation that {σ(γ−1

n , yn)} must be bounded. �

10.3. The quotient flow space and quotient measure. In this section we show
that the quotient Γ\M (2) × R is a reasonable measure space, the flow descends to
a measurable flow on the quotient, and the measure m̃ descends to a flow-invariant
measure on the quotient.

Endow the quotient Γ\M (2) × R with the quotient sigma-algebra (of the Borel
sigma-algebra). By Proposition 10.2, the action of Γ is dissipative with respect to

the measure m̃ = ν⊗dt = eδG̃µ̄⊗µ⊗dt. Thus by the discussion in Section A.3 the
space Γ\M (2)×R admits a quotient measure m, which we also call a BMS measure
associated to (σ, σ̄, G, µ, µ̄).

Recall that the flow ψt(x, y, s) = (x, y, t + s) commutes with the Γ action. So
ψt descends to a measurable flow on the quotient space Γ\M (2)×R, which we also
denote by ψt. Since m̃ is ψt-invariant, the uniqueness of quotient measures, again
see Section A.3, implies that m is ψt-invariant.

Finally, by the discussion in Section A.2, Γ\M (2) × R has a ψt-invariant full
m-measure subset that is standard (i.e. measurably embeds into [0, 1]).

10.4. The continuous case. The construction above involves a number of choices,
for instance a different choice of Patterson–Sullivan measure could lead to a different
Γ action on M (2) × R and hence a different quotient space.

In this section we show that in the continuous case, some of the technicalities
and all of the choices made in the above construction can be avoided.

First suppose that σ : Γ ×M → R is an expanding 0-coarse-cocycle. Then, in
the discussion above, can assume that σPS = σ, M ′ = M , and Z = M (2) × R.
Then (the proof of) Proposition 10.2 implies that Γ acts properly discontinuously
on M (2) × R and hence the quotient

UΓ := Γ\Λ(Γ)(2) × R,
is a metrizable locally compact topological space. Further the flow ψt descends to
a continuous flow, also called ψt, on UΓ.

Next we assume that σ is part of a continuous (i.e. κ = 0 in Definition 1.7) GPS
system (σ, σ̄, G) with δ := δσ(Γ) < +∞ and

∑
γ∈Γ e

−δ‖γ‖σ = +∞. By Theorems 4.1
and 8.1 there are unique probability measures µ, µ̄ on M which satisfy

dγ∗µ

dµ
= e−δσ(γ−1,·) and

dγ∗µ̄

dµ̄
= e−δσ̄(γ−1,·).

Then, since (σ, σ̄, G) is a continuous GPS system, the measure ν := eδGµ̄ ⊗ µ on
M (2) is Γ-invariant. Note ν is supported on Λ(Γ)(2).

Finally, the measure m̃ := eδGdµ̄ ⊗ dµ ⊗ dt on Λ(Γ)(2) × R descends to a ψt-
invariant Borel measure mΓ on UΓ. In this construction, no choices were made and
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so we call m the Bowen–Margulis–Sullivan (BMS) measure associated to (σ, σ̄, G)
and denote it by mΓ.

11. Ergodicity of product measures

In this section we prove ergodicity of the product action for coarse GPS systems
whose Poincaré series diverges at the critical exponent.

Theorem 11.1. Suppose (σ, σ̄, G) is a coarse GPS system with δ := δσ(Γ) <
+∞ and µ, µ̄ are coarse Patterson–Sullivan measures of dimension δ for σ, σ̄
respectively. If ∑

γ∈Γ

e−δ‖γ‖σ = +∞,

then Γ acts ergodically on (M (2), µ̄⊗ µ).

As described in Section 10.4, in the continuous case there is a canonical flow
space and in this case our arguments will yield the following, see Section 11.5 for
the proof.

Theorem 11.2. If (σ, σ̄, G) is a continuous GPS system with δ := δσ(Γ) < +∞
and ∑

γ∈Γ

e−δ‖γ‖σ = +∞,

then the flow ψt on (UΓ,mΓ) is conservative and ergodic, where mΓ is the (unique)
BMS measure associated to (σ, σ̄, G) defined in Section 10.4.

The general strategy of the proof goes back to Sullivan’s original work in real
hyperbolic geometry [Sul79]. In particular, we use the Hopf ratio ergodic theorem
to prove ergodicity of the flow space introduced in Section 10, which in turn will
imply ergodicity of the action of Γ on M (2). Some of our arguments also use ideas
from work of Bader–Furman [BF17].

11.1. Notations. We will freely use the notations and objects introduced in Sec-
tions 9 and 10, in particular:

(1) the measurable cocycle σPS introduced in Section 10.1, the associated action
of Γ on M (2) × R given by

γ · (x, y, t) = (γx, γy, t+ σPS(γ, y)),

and the associated measurable quotient Γ\M (2) × R;

(2) the Γ-invariant measure ν = eδG̃µ̄⊗ µ on M (2) constructed in Section 9.1;
(3) the flow ψt(x, y, s) = (x, y, t + s) on M (2) × R and the quotient flow, also

denoted by ψt, on Γ\M (2) × R;
(4) the flow-invariant measure m̃ = ν⊗dt on M (2)×R and the associated flow-

invariant quotient measure m on Γ\M (2) × R described in Section 10.3;
(5) the set M ′ ⊂ M defined in Equation (6), which is Γ-invariant, has full

µ-measure, and where

(8) C := sup
γ∈Γ, y∈M ′

|σ(γ, y)− σPS(γ, y)| < +∞.
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We will also use the following notation from Section A.3. For f ∈ L1(M (2)×R, m̃)

let P̃ (f) be the m̃-almost everywhere defined function on M (2) × R given by

P̃ (f)(v) =
∑
γ∈Γ

f(γ · v)

and let P (f) be the m-almost everywhere defined function on the quotient given

by P (f)([v]) = P̃ (f)(v). By Equation 19,

(9)

∫
P (f)dm =

∫
fdm̃

for all f ∈ L1(M (2) × R, m̃) and the map

P : L1(M (2) × R, m̃)→ L1(Γ\M (2) × R,m)

is continuous. We also observe that

(10) P̃ (f)(ψt(v)) = P (f)(ψt([v]))

whenever both sides are defined.
Finally, given θ ∈ L1(R) and f ∈ L1(M (2), ν), let f⊗θ ∈ L1(M (2)×R, m̃) denote

the function
(f ⊗ θ)(x, y, t) = f(x, y) θ(t).

Notice that with a, b fixed, the map

f ∈ L1(M (2), ν) 7→ f ⊗ 1[a,b] ∈ L1(M (2) × R, m̃)

is a continuous operator.

11.2. Constructing a weight function for the Hopf ratio ergodic theorem.
In this section we construct a weight function to use in the Hopf ratio ergodic
theorem.

We begin by relating conical limit points to recurrence properties of the flow. To
that end, fix a compatible metric d on Γ tM . Then given ε > 0, let

Kε := {(x, y, 0) : d(x, y) ≥ ε}.

Proposition 11.3. Fix 0 < ε′ < ε and y ∈M ′.
(1) If y ∈ Λcon

ε (Γ), then there exists a sequence of distinct elements {γn} ⊂ Γ
such that: for any x ∈Mr{y}, there is a sequence {tn} ⊂ R with tn → +∞
so that (x, y, tn) ∈ γn(Kε′) for n sufficiently large.

(2) If there exist a sequence of distinct elements {γn} ⊂ Γ, x ∈M r{y}, and a
sequence {tn} ⊂ R so that {tn} is bounded below and (x, y, tn) ∈ γnKε for
all n, then y ∈ Λcon

ε (Γ).

Proof. (1) If y ∈ Λcon
ε (Γ), there exist a, b ∈ M so that d(a, b) ≥ ε and a sequence

{γn} ⊂ Γ such that γ−1
n y → a and γ−1

n x → b for all x ∈ M r {y}. In particular,
γ−1
n → b and γn → y.

Fix x ∈ M r {y}. Then (γ−1
n x, γ−1

n y) → (b, a) and so (γ−1
n x, γ−1

n y, 0) ∈ Kε′ for
all sufficiently large n. Then

γn(γ−1
n x, γ−1

n y, 0) = (x, y, σPS(γn, γ
−1
n y)) ∈ γn(Kε′)

for sufficiently large n. Since γ−1
n y → a, γ−1

n → b, and a 6= b, Equation (8) and the
expanding property for σ imply that

lim
n→∞

σPS(γn, γ
−1
n y) ≥ −C + lim

n→∞
σ(γn, γ

−1
n y) = +∞.
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Hence if tn := σPS(γn, γ
−1
n y), then tn → +∞ and (x, y, tn) ∈ γnKε′ for all suffi-

ciently large n.
(2) Now suppose there exist a sequence of distinct elements {γn} ⊂ Γ, x ∈M r

{y}, and a sequence {tn} ⊂ R so that {tn} is bounded below and (x, y, tn) ∈ γn(Kε)
for all n. Passing to subsequence, we may assume that γ−1

n (y) → a ∈ M and
γ±1
n → b±. By assumption, d(γ−1

n x, γ−1
n y) ≥ ε for all n, so d(a, b−) ≥ ε, and hence

y ∈ Λcon
ε (Γ). �

Using Theorem 8.1, we can fix ε0 > 0 sufficiently small so that

µ(Λcon
ε0 (Γ)) = 1.

Then by Proposition 11.3, there exists a compact subset K ⊂ M (2) × R such that
for every v ∈M (2)×R with v+ ∈ Λcon

ε0 (Γ)∩M ′ there exist sequences {γn} ⊂ Γ and
{tn} ⊂ [0,∞) where tn → +∞ and

ψtn(v) ∈ γn(K)

for all n ≥ 1. Then fix a non-negative ρ0 ∈ Cc(M (2)) and R > 0 such that

ρ0 ⊗ 1[−R,R] ≥ 1

on
⋃
t∈[0,1] ψ

t(K). Then let

ρ̃ := P̃ (ρ0 ⊗ 1[−R,R]) and ρ := P (ρ0 ⊗ 1[−R,R]).

Notice that ρ ∈ L1(Γ\M (2) × R,m).

Lemma 11.4. If v ∈M (2) × R and v+ ∈ Λcon
ε0 (Γ) ∩M ′, then

lim
T→∞

∫ T

0

ρ̃(ψt(v))dt = +∞.

In particular,

lim
T→∞

∫ T

0

ρ(ψt(v))dt = +∞

for m-almost every v ∈ Γ\M (2) × R and so the quotient flow ψt : Γ\M (2) × R →
Γ\M (2) × R is conservative (see Fact A.3).

The fact that ψt is conservative can also be deduced from Corollary 9.3 and
[Bla21, Fact 2.29].

Proof. Fix v ∈M (2) × R with v+ ∈ Λcon
ε0 (Γ) ∩M ′. By our choice of K, there exist

{γn} ⊂ Γ and {tn} ⊂ [0,∞) where tn + 1 < tn+1 and

ψtn(v) ∈ γn(K)

for all n ≥ 1. Then

lim inf
T→∞

∫ T

0

ρ̃(ψt(v))dt ≥
∞∑
n=1

∫ tn+1

tn

ρ̃(ψt(v))dt = +∞,

since ρ̃(ψt(v)) ≥ 1 for any t ∈ [tn, tn + 1].
The “in particular” statement then follows from Equation (10). �
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11.3. Applying the Hopf ratio ergodic theorem. Next we apply the Hopf
ratio ergodic theorem to the conservative flow ψt on (Γ\M (2) × R,m).

This theorem was first proved by Stepanoff [Ste36] and Hopf [Hop37]. For a
modern reference: Krengel states the result for discrete actions of Z≥1 [Kre85,
Th. 2.7 & 3.4] and explains how to then deduce the result for flows [Kre85, §2 p.10].

This theorem yields the following. If f ∈ L1(Γ\M (2) × R,m), then the limit

Φ(f)(v) = lim
T→∞

∫ T
0
f(ψt(v))dt∫ T

0
ρ(ψt(v))dt

exists for every v in a ψt-invariant set of m-full measure. Further, the m-almost
everywhere defined function Φ(f) is measurable and ψt-invariant, and Φ(f)ρ is
integrable with

(11)

∫
A

Φ(f)ρ dm =

∫
A

f dm

for any ψt-invariant subset A ⊂ Γ\M (2) ×R. Since |Φ(f)| ≤ Φ(|f |), Equation (11)
implies that

Φ: L1(Γ\M (2) × R,m)→ L1(Γ\M (2) × R, ρm)

is continuous.
We will also let Φ̃(f) : M (2) ×R→ R denote the lift of Φ(f), which is m̃-almost

everywhere defined, Γ-invariant and ψt-invariant.
Using a Hopf Lemma type argument, we will deduce the following.

Proposition 11.5. If f ∈ Cc(M (2)) and a < b, then Φ ◦ P (f ⊗ 1[a,b]) is constant
m-almost everywhere.

This proposition will be proved by first showing Φ̃ ◦ P (f ⊗ 1[a,b]) is almost
surely constant along “weak stable manifolds” of the form M × {y} × R, which

are parametrized by y ∈ M . Thus Φ̃ ◦ P (f ⊗ 1[a,b]) induces a Γ-invariant function
on M defined by

y 7→ Φ̃ ◦ P (f ⊗ 1[a,b])(M,y,R).

Then Theorem 8.1, which says that Γ acts ergodically on (M,µ), implies that this
function is constant.

Delaying the proof of Proposition 11.5, we deduce Theorem 11.1.

Lemma 11.6. Γ acts ergodically on (M (2), ν) and hence also on (M (2), µ̄⊗ µ).

Proof. Suppose for a contradiction that there exists a Γ-invariant measurable set
A ⊂ M (2) where ν(A) > 0 and ν(Ac) > 0. By inner regularity, there exists a
compact subset K ⊂ Ac with ν(K) > 0.

Let {fn} be a sequence of compactly supported continuous functions on M (2)

converging to 1K in L1(M (2), ν). Since Φ, P and ·⊗1[0,1] are continuous operators,
we have

Φ ◦ P (fn ⊗ 1[0,1])→ Φ ◦ P (1K ⊗ 1[0,1]) = Φ ◦ P (1K×[0,1])

in L1(Γ\M (2) × R, ρm).
By Proposition 11.5, each Φ◦P (fn⊗1[0,1]) is constant m-almost everywhere and

hence constant ρm-almost everywhere. Hence the limit Φ ◦ P (1K×[0,1]) is constant

ρm-almost everywhere (since the convergence is in L1(Γ\M (2) × R, ρm)).
By definition, K ⊂ Ac and so Φ◦P (1K×[0,1]) is well defined and equal to zero on

Γ\A × R. This set is ψt-invariant and has positive m-measure (see Remark A.5),
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hence it also has positive ρm-measure since
∫∞

0
ρ(φt(v))dt = +∞ for m-almost

v ∈ Γ\M (2) × R by Lemma 11.4.
So Φ ◦ P (1K×[0,1]) = 0 ρm-almost everywhere. Hence∫

Φ ◦ P (1K×[0,1])ρ dm = 0.

However, by Equations (11) and (9),∫
Φ ◦ P (1K×[0,1])ρ dm =

∫
P (1K×[0,1]) dm =

∫
M(2)×R

1K×[0,1] dm̃ > 0.

So we have a contradiction. �

11.4. Proof of Proposition 11.5. We start with a technical lemma similar to
[BF17, Lem. 2.6]. The statement of the lemma is somewhat opaque, but can be
interpreted as a boundary version of the assertion that the flow ψt : M (2) × R →
M (2) ×R has “weak stable manifolds” of the form M × {y} ×R. In the case when
the GPS system is continuous, this assertion about “weak stable manifolds” can be
made precise, see [BCZZ24, §3].

Recall d is a compatible metric on Γ tM .

Lemma 11.7. For any ε, r > 0 and b ∈ R there exists a finite subset F ⊂ Γ such
that: if x1, x2, y ∈M , γ ∈ Γ r F , σ(γ, y) ≤ b and

min{d(x1, y),d(x2, y)} ≥ r,
then

d(γx1, γx2) < ε.

Proof. Suppose not. Then there exists a sequence {γn} ⊂ Γ of distinct elements
such that for every n ≥ 1 there are x1,n, x2,n, yn ∈M where

min{d(x1,n, yn),d(x2,n, yn)} ≥ r, σ(γn, yn) ≤ b, and d(γnx1,n, γnx2,n) ≥ ε.

Passing to a subsequence we can suppose that γ±1
n → a± ∈ M . Since {γn} are

distinct, the properness property of expanding coarse-cocycles implies that ‖γn‖σ →
+∞. Then since

σ(γn, yn) ≤ b
and σ is expanding, we must have yn → a−. Then since

min{d(x1,n, yn),d(x2,n, yn)} ≥ r,
we have γnx1,n → a+ and γnx2,n → a+. So

lim
n→∞

d(γnx1,n, γnx2,n) = 0

and we have a contradiction. �

We now begin our investigation of functions of the form P (f ⊗ 1[a,b]).

Lemma 11.8. Suppose f ∈ Cc(M
(2)), a < b, g := P̃ (f ⊗ 1[a,b]), and h :=

P̃ (1supp(f)⊗ 1[a,b]). If v, w ∈M (2)×R satisfy v+ = w+ ∈M ′ and ε > 0, then there
exists C = C(g, v, w, ε) > 0 such that∣∣∣∣∣
∫ T

0

g(ψt(v))dt−
∫ T

0

g(ψt(w))dt

∣∣∣∣∣ ≤ C + ε

(∫ T

0

h(ψt(v))dt+

∫ T

0

h(ψt(w))dt

)
for all T ≥ 0.
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Proof. Let v = (x1, y, s) and w = (x2, y, s
′). By Proposition 10.2, there is N ∈ N

such that for any u with u+ ∈M ′, at most N elements γ ∈ Γ send u in supp(f)×
[a, b], which implies |g(u)| ≤ N ‖f‖∞. Then, since∣∣∣∣∣

∫ T

0

g(ψt(x2, y, s
′))dt−

∫ T

0

g(ψt(x2, y, s))dt

∣∣∣∣∣ ≤ 2N ‖f‖∞ |s− s
′| ,

we can assume that s = s′.
Let λ be the Lebesgue measure on R and let

Lγ(T ) := λ
(

[0, T ] ∩ [a− s− σPS(γ, y), b− s− σPS(γ, y)]
)
.

Then∫ T

0

g(ψt(v))dt−
∫ T

0

g(ψt(w))dt =
∑
γ∈Γ

(f(γx1, γy)− f(γx2, γy))Lγ(T ).

So by the uniform continuity of f and Lemma 11.7, there exists a finite set F ⊂ Γ
such that: if γ ∈ Γ r F and Lγ(T ) 6= 0 (hence σPS(γ, y) ≤ b− s), then

|f(γx1, γy)− f(γx2, γy)| ≤ ε.

Then, writing S := supp(f),∣∣∣∣∣
∫ T

0

g(ψt(v))dt−
∫ T

0

g(ψt(w))dt

∣∣∣∣∣
≤
∑
γ∈F

2 ‖f‖∞ (b− a) + ε
∑

γ∈ΓrF

(
1S(γx1, γy) + 1S(γx2, γy)

)
Lγ(T )

≤
∑
γ∈F

2 ‖f‖∞ (b− a) + ε

(∫ T

0

h(ψt(v))dt+

∫ T

0

h(ψt(w))dt

)
. �

Recall that Lemma 11.4 says that limT→∞
∫ T

0
ρ̃(ψt(v))dt = +∞ for any v with

v+ ∈ Λcon
ε0 (Γ) ∩M ′. The next lemma shows that, on a full measure set, the con-

vergence to infinity is asymptotically identical for flow lines with the same forward
endpoint.

Lemma 11.9. There is a full m̃-measure set Yρ ⊂M (2)×R such that: If v, w ∈ Yρ
satisfy v+ = w+ ∈ Λcon

ε0 (Γ) ∩M ′, then

lim
T→∞

∫ T
0
ρ̃(ψt(v))dt∫ T

0
ρ̃(ψt(w))dt

= 1.

Proof. Recall that ρ̃ = P̃ (ρ0⊗1[−R,R]) where ρ0 ∈ Cc(M (2)). Let h := P (1supp(ρ0)⊗
1[−R,R]). By the Hopf ratio ergodic theorem, there is a full measure subset Yρ where

Φ̃(h) exists.
Fix v, w ∈ Yρ with v+ = w+ ∈ Λcon

ε0 (Γ) ∩M ′ and let

rT :=

∫ T
0
ρ̃(ψt(v))dt∫ T

0
ρ̃(ψt(w))dt

By Lemma 11.4, there exists T0 > 0 such that rT ∈ (0,∞) for all T ≥ T0.
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Suppose for a contradiction that

lim
T→∞

rT 6= 1.

Then after possibly relabeling v, w there exists Tn →∞ such that

r∞ := lim
n→∞

rTn ∈ (1,+∞].

By Lemma 11.8, for any ε > 0 there exists Cε > 0 such that

rT = 1−
∫ T

0
ρ̃(ψt(v))dt−

∫ T
0
ρ̃(ψt(w))dt∫ T

0
ρ̃(ψt(w))dt

≤ 1 +
Cε∫ T

0
ρ̃(ψt(w))dt

+ ε

(
rT

∫ T
0
h(ψt(v))dt∫ T

0
ρ̃(ψt(v))dt

+

∫ T
0
h(ψt(w))dt∫ T

0
ρ̃(ψt(w))dt

)
for all T ≥ T0. Hence,(

1− ε
∫ T

0
h(ψt(v))dt∫ T

0
ρ̃(ψt(v))dt

)
rT ≤ 1 +

Cε∫ T
0
ρ̃(ψt(w))dt

+ ε

∫ T
0
h(ψt(w))dt∫ T

0
ρ̃(ψt(w))dt

for all T ≥ T0. Lemma 11.4 implies that

lim
T→∞

∫ T

0

ρ̃(ψt(w))dt = +∞.

So for any ε > 0 we have(
1− εΦ̃(h)(v)

)
r∞ ≤ 1 + εΦ̃(h)(w)

Since ε > 0 is arbitrary, we have r∞ ≤ 1 which is a contradiction. �

We are now ready to finish the proof of Proposition 11.5. Fix f ∈ Cc(M (2)) and

a < b. Let g := P̃ (f⊗1[a,b]) and h := P̃ (1supp(f)⊗1[a,b]). By the Hopf ratio ergodic

theorem, there is a full m̃-measure set Y where Φ̃(g) and Φ̃(h) both exist.
We claim that

(12) Φ̃(g)(v) = Φ̃(g)(w)

when v, w ∈ Y satisfy v+ = w+ ∈ Λcon
ε0 (Γ) ∩M ′. Indeed, for such vectors v, w,

Lemma 11.4 implies that

lim
T→∞

∫ T

0

ρ̃(ψt(v))dt = +∞.

So by Lemmas 11.8 and 11.9, for any ε > 0 we have∣∣∣Φ̃(g)(v)− Φ̃(g)(w)
∣∣∣ ≤ ε(Φ̃(h)(v) + Φ̃(h)(w)

)
.

So Φ̃(g)(v) = Φ̃(g)(w).

Now suppose for a contradiction that Φ̃(g) is not constant m̃-almost everywhere.

Then there exists a measurable set A ⊂ R such that the sets {v : Φ̃(g)(v) ∈ A}
and {v : Φ̃(g)(v) ∈ Ac} both have positive m̃-measure. As before, let λ denote the
Lebesgue measure on R. Then let

A′ := {y ∈M : Φ̃(g)(x, y, t) ∈ A for µ⊗ λ-a.e. (x, t)}.

Since Φ̃(g) is a Γ-invariant function, A′ is a Γ-invariant set. Further Equation (12)
implies that µ(A′) > 0. Since Γ acts ergodically on (M,µ), see Theorem 8.1, we
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then have µ(A′) = 1. But this contradicts the assumption that {v : Φ̃(g)(v) ∈ Ac}
has positive m-measure.

Thus Φ̃(g) is constant m̃-almost everywhere, which implies that Φ ◦P (f ⊗ 1[a,b])
is constant m-almost everywhere. �

11.5. Proof of Theorem 11.2: The continuous case. In this section, we ob-
serve that the arguments we have just given immediately establish Theorem 11.2.
We will freely use the objects introduced in Section 10.4.

First notice that the flow ψt : (UΓ,mΓ) → (UΓ,mΓ) introduced in Section 10.4
coincides with the flow ψt : (Γ\M (2) ×R,m)→ (Γ\M (2) ×R,m) considered in the
proof of Theorem 11.1. So Lemma 11.4 implies immediately that ψt is conservative
on (UΓ,mΓ).

If ψt is not ergodic on (UΓ,mΓ), then there exists a flow-invariant subset A of UΓ

so that mΓ(A) > 0 and mΓ(Ac) > 0. Then A lifts to a flow-invariant, Γ-invariant

subset Ã of M (2)×R of the form B×R. Then, (µ̄⊗µ)(B) > 0 and (µ̄⊗µ)(Bc) > 0,
which contradicts the ergodicity of the action of Γ on (M (2), µ̄⊗ µ). Therefore, ψt

is ergodic on (UΓ,mΓ).

12. Proof of dichotomy

In this section we complete the proof of Theorem 1.8. Suppose (σ, σ̄, G) is a
coarse GPS system and δσ(Γ) < +∞. Let µ, µ̄ be coarse Patterson–Sullivan mea-
sures of dimension δ for σ, σ̄ respectively. By Lemma 9.1, there exists a measurable

nonnegative function G̃ on M (2) such that ν := eδG̃µ̄⊗ µ is Γ-invariant.
We already have most of the proof. There is one lemma left to prove:

Lemma 12.1. If the action of Γ on (M (2), ν) is ergodic, then ν has no atoms, and
hence the Γ action on (M (2), ν) is also conservative.

Proof. We argue by contradiction: suppose the Γ action on (M (2), ν) is ergodic and
(ξ, η) is an atom. Then O := Γ·(ξ, η)∩M (2) must have full ν-measure by ergodicity.
Now note that we can find γ ∈ Γ such that (ξ, γη) /∈ O, which contradicts the fact
that O has full measure.

Conservativity of the Γ action then follows by [Aar97, Prop. 1.6.6] (see also
[Bur]). �

12.1. Divergent case. First suppose
∑
γ∈Γ e

−δ‖γ‖σ = +∞.

(a) By the definition of the critical exponent, δ ≤ δσ(Γ). By Proposition 6.3(3),
δ ≥ δσ(Γ). Hence δ = δσ(Γ).

(b) By Proposition 7.1, µ (Λcon(Γ)) = 1.
(c) By Theorem 11.1, the action of Γ on (M (2), ν) is ergodic. Conservativity of

the action can be seen from Corollary 9.3, or from Lemma 12.1.

12.2. Convergent case. Now suppose
∑
γ∈Γ e

−δ‖γ‖σ < +∞.

(a) By the definition of the critical exponent, δ ≥ δσ(Γ).
(b) By Proposition 6.3(2), µ (Λcon(Γ)) = 0.
(c) The Γ action on (M (2), µ̄⊗µ) is dissipative by Corollary 9.3. Non-ergodicity

of the action then follows from Lemma 12.1.
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Part 3. Applications, Examples, and other Remarks

13. Periods versus magnitudes

In this section we observe that two expanding coarse-cocycles have coarsely the
same magnitudes if and only if they have coarsely the same periods. The key
observation, Lemma 13.3, that relates these two quantities is a convergence group
action version of the fact (see [AMS95]) that elements in a strongly irreducible
linear group are uniformly close to compact sets of proximal elements.

Proposition 13.1. If Γ ⊂ Homeo(M) is a convergence group and σ1, σ2 : Γ×M →
R are two expanding κ-coarse-cocycles, then the following are equivalent:

(1) sup
γ∈Γ, x∈M

|σ1(γ, x)− σ2(γ, x)| < +∞,

(2) sup
γ∈Γ

∣∣‖γ‖σ1
− ‖γ‖σ2

∣∣ < +∞,

(3) sup
γ∈Γ

γ loxodromic

|σ1(γ, γ+)− σ2(γ, γ+)| ≤ 2κ,

(4) sup
γ∈Γ

γ loxodromic

|σ1(γ, γ+)− σ2(γ, γ+)| < +∞.

Notice that the implication (1)⇒ (2) is clear, the implication (2)⇒ (1) follows
from Proposition 3.2(4), the implication (2)⇒ (3) follows from Proposition 3.2(1)
and the implication (3) ⇒ (4) is clear. To show that (4) ⇒ (2), we will use the
following two lemmas to relate a general element to a loxodromic one.

Lemma 13.2 ([Tuk94, Lem. 2C]). Suppose Γ ⊂ Homeo(M) is a convergence group.
If {γn} is a sequence of distinct elements, γn → a, γ−1

n → b, and a 6= b, then for n
sufficiently large γn is loxodromic and γ+

n → a, γ−n → b.

Lemma 13.3. Suppose Γ ⊂ Homeo(M) is a non-elementary convergence group
and d is a compatible metric on Γ tM . Then there exist ε > 0 and a finite set
F ⊂ Γ with the following property: for any γ ∈ Γ there is some f ∈ F where γf is
loxodromic and

min
{

d((γf)+, (γf)−), d(γf, (γf)−), d((γf)+, (γf)−1)
}
> ε.

Proof. Fix four distinct points x1, x2, x3, x4 ∈M in the limit set of Γ. Let

ε :=
1

4
min

1≤i<j≤4
d(xi, xj).

Since Γ acts minimally on its limit set, for every i 6= j ∈ {1, 2, 3, 4} we can find an
element gi,j ∈ Γ such that

gi,j

(
M \Bε (xj)

)
⊂ Bε (xi) and g−1

i,j

(
M \Bε (xi)

)
⊂ Bε (xj) .

We claim that there exists a finite set F0 ⊂ Γ such that: if γ ∈ Γ\F0, then there
exist i 6= j ∈ {1, 2, 3, 4} such that γgi,j is loxodromic and

min
{

d((γgi,j)
+, (γgi,j)

−), d(γgi,j , (γgi,j)
−), d((γgi,j)

+, (γgi,j)
−1)
}
> ε.

Suppose not. Then there exists an escaping sequence {γn} in Γ where each γn
does not have this property. Passing to a subsequence we can suppose that there
is a, b ∈M such that γn → a and γ−1

n → b.
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Since the balls {B2ε(xi)}1≤i≤4 are pairwise disjoint we can pick i 6= j ∈ {1, 2, 3, 4}
such that a, b /∈ B2ε(xi)∪B2ε(xj). Then γngi,j → a and (γngi,j)

−1 → g−1
i,j b ∈ Bε(xj).

Then, by our choice of i and j,

d(a, g−1
i,j (b)) > ε.

Thus Lemma 13.2 implies that γngi,j is loxodromic for n sufficiently large. Further,

(γngi,j)
+ → a and (γngi,j)

− → g−1
i,j (b). So for n sufficiently large we have

min
{

d((γngi,j)
+, (γngi,j)

−), d(γngi,j , (γgi,j)
−), d((γngi,j)

+, (γngi,j)
−1)
}
> ε.

Thus we have a contradiction. Thus there exists a finite set F0 ⊂ Γ with the desired
property.

Now fix a loxodromic element h with

min
{

d(h+, h−), d(h, h−), d(h+, h−1)
}
> ε.

Then the set

F :=
{
gi,j : i 6= j ∈ {1, 2, 3, 4}

}
∪ {f−1h : f ∈ F0}

satisfies the lemma. �

Proof of Proposition 13.1. As discussed above, it only remains to show that (4)⇒
(2). Suppose that

C1 := sup
γ∈Γ

γ loxodromic

∣∣σ1(γ, γ+)− σ2(γ, γ+)
∣∣ < +∞.

Fix a compatible metric d on Γ tM . Then fix a finite set F ⊂ Γ and ε > 0 as in
Lemma 13.3. By the expanding property, there exists C2 > 0 such that

‖x‖σj − C2 ≤ σj(γ, x) ≤ ‖x‖σj
for j ∈ {1, 2}, γ ∈ Γ, and x ∈M with d(x, γ−1) ≥ ε. Let

C3 := max
f∈F

(
‖f‖σ1

+
∥∥f−1

∥∥
σ1

+ ‖f‖σ2
+
∥∥f−1

∥∥
σ2

)
.

Given γ ∈ Γ, choose f ∈ F as in Lemma 13.3. Then Observation 3.1 implies
that ∣∣‖γ‖σ1

− ‖γ‖σ2

∣∣ ≤ C3 + 2κ+
∣∣‖γf‖σ1

− ‖γf‖σ2

∣∣
≤ C3 + 2κ+ 2C2 +

∣∣σ1(γf, (γf)+)− σ2(γf, (γf)+)
∣∣

≤ C3 + 2κ+ 2C2 + C1. �

14. Rigidity of Patterson–Sullivan measures

In this section, we prove that in the divergent case Patterson–Sullivan measures
are either absolutely continuous or mutually singular. Furthermore, we characterize
the absolutely continuous case in terms of rough similarity between magnitudes.

For the rest of the section, suppose Γ ⊂ Homeo(M) is a convergence group and
σ1, σ2 : Γ×M → R are two expanding coarse-cocycles with finite critical exponents
δ1 := δσ1(Γ), δ2 := δσ2(Γ). For i = 1, 2, let µi be a coarse σi-Patterson–Sullivan
measure of dimension δi.

Proposition 14.1. If
∑
γ∈Γ e

−δ1‖γ‖σ1 = +∞, then either:

(1) µ1 � µ2 and µ2 � µ1, or
(2) µ1 ⊥ µ2.
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Proof. By the Lebesgue decomposition theorem, we can write

dµ1 = dλ+ fdµ2

where λ ⊥ µ2 and f is a non-negative µ2-measurable function.
Since λ ⊥ µ2, we can fix a decomposition M = A∪B where A has full λ-measure,

B has full µ2-measure, and λ(B) = µ2(A) = 0. Since µ2 is Γ-quasi-invariant, by
replacing A by

⋃
γ∈Γ γA, we can assume that A is Γ-invariant. Then by ergodicity,

see Theorem 8.1, A either has zero or full µ1-measure. If A has zero µ1-measure,
then µ1 = fµ2 and µ1 � µ2. If A has full µ1-measure, then µ2 = λ and µ1 ⊥ µ2.

It remains to show that µ1 � µ2 implies µ2 � µ1. Since
∑
γ∈Γ e

−δ1‖γ‖σ1 = +∞,

Theorem 1.8 implies that µ1(Λcon(Γ)) = 1. Then since µ1 � µ2, this implies that

µ2(Λcon(Γ)) > 0. So by Theorem 1.8 we must have
∑
γ∈Γ e

−δ2‖γ‖σ2 = +∞. Then
we can repeat the argument in the first two paragraphs to see that µ2 � µ1. �

We can also characterize when the measures are absolutely continuous.

Proposition 14.2. If
∑
γ∈Γ e

−δ1‖γ‖σ1 = +∞, then the following are equivalent:

(1) µ1 � µ2.
(2) µ1 � µ2 and µ2 � µ1.
(3) supγ∈Γ

∣∣δ1 ‖γ‖σ1
− δ2 ‖γ‖σ2

∣∣ <∞.

(4) There exist C > 0 such that C−1µ1 ≤ µ2 ≤ Cµ1.

Proposition 14.1 implies that (1)⇔ (2). By definition (4)⇒ (2). By the Shadow
Lemma (Theorem 6.1), (4) ⇒ (3).

The implication (3)⇒ (4) is a consequence of Proposition 13.1 and Theorem 8.1.
Indeed, if (3) holds, then Proposition 13.1 implies that

sup
γ∈Γ, x∈M

|δ1σ1(γ, x)− δ2σ2(γ, x)| <∞.

This in turn implies that µ2 is a coarse σ1-Patterson–Sullivan measure of dimension
δ1. Then by the coarse uniqueness statement in Theorem 8.1 we see that (4) is true.

We will complete the proof by showing that (1) ⇒ (4).

14.1. Proof of (1)⇒ (4). By Theorem 8.1 there exists ε0 > 0 such that µ2(Λcon
2ε0 (Γ)) =

1. By shrinking ε0 > 0 we may also assume that it satisfies the hypothesis of the
Shadow Lemma (Theorem 6.1) for µ1 and µ2.

Let f := dµ1

dµ2
. Notice that for every γ ∈ Γ,

(13) f ◦ γ =
dγ−1
∗ µ1

dγ−1
∗ µ2

=
dγ−1
∗ µ1

dµ1

dµ2

dγ−1
∗ µ2

f = eδ2σ2(γ,·)−δ1σ1(γ,·)f

µ2-almost everywhere. Since µ2 and µ1 = fµ2 are probability measures, there
exists D0 > 1 such that the set

E := {D−1
0 ≤ f ≤ D0}

has positive µ2-measure.
Using Lemmas 8.2 and 8.3 we can fix x0 ∈ E ∩ Λcon

2ε0 (Γ) such that: if 0 < ε ≤ ε0
and {γn} ⊂ Γ is an escaping sequence with x0 ∈

⋂
n≥1 Sε(γn), then

(14) 1 = lim
n→∞

µ2(γ−1
n E)
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and

(15) f(x0) = lim
n→∞

1

µ2(Sε(γn))

∫
Sε(γn)

f(y)dµ2(y) = lim
n→∞

µ1(Sε(γn))

µ2(Sε(γn))
.

We will construct two sequences of group elements to use in the above limits.
Since x0 ∈ Λcon

2ε0 (Γ), Lemma 5.4 implies that there exists an escaping sequence
{γ1,n} such that

x0 ∈
⋂
n≥1

Sε0(γ1,n).

Passing to a subsequence we can suppose that γ−1
1,n(x0)→ a1 ∈M and γ−1

1,n → b1 ∈
M . Then fix α ∈ Γ such that α−1b1 6= b1. Then let γ2,n := γ1,nα and

b2 := α−1b1 = lim
n→∞

γ−1
2,n.

Lemma 14.3. After passing to a subsequence, there exists ε > 0 such that

x0 ∈
⋂
n≥1

Sε(γ2,n).

Proof. Notice that γ−1
1,n(x0) ∈ γ−1

1,nSε(γ1,n) = M −Bε(γ−1
1,n). So a1 6= b1. Hence ε :=

2 d(α−1a1, α
−1b1) is positive. Since (γ1,nα)−1x0 → α−1a1 and (γ1,nα)−1 → α−1b1,

after passing to a subsequence we can suppose that d((γ1,nα)−1x0, (γ1,nα)−1) > ε
for all n. Then x0 ∈ Sε(γ1,nα) = Sε(γ2,n) for all n. �

Shrinking ε > 0 we can assume(
M −B2ε(b1)

)
∪
(
M −B2ε(b2)

)
= M

and that ε ≤ ε0. Since γ−1
i,n → bi, passing to a further subsequence we can also

suppose that

M −B2ε(bi) ⊂M −Bε(γ−1
i,n)

for all n ≥ 1.

Lemma 14.4. There exists D1 > 1 such that

D−1
1 ≤ f(x) ≤ D1

for µ2-almost every point x ∈M .

Proof. Since ε ≤ ε0, Equation (15) implies

f(x0) = lim
n→∞

µ1(Sε(γi,n))

µ2(Sε(γi,n))
.

Since x0 ∈ E, we have f(x0) ∈ [D−1
0 , D0]. So by the Shadow Lemma (Theorem 6.1),

there exists C1 > 0 such that∣∣∣δ1 ‖γi,n‖σ1
− δ2 ‖γi,n‖σ2

∣∣∣ ≤ C1

for every n ≥ 1. Then, since the cocycles are expanding, this implies that there
exists C2 > 0 such that

|δ1σ1(γi,n, x)− δ2σ2(γi,n, x)| ≤ C2

when x ∈M −B2ε(bi) ⊂M −Bε(γ−1
i,n). So Equation (13) implies that

D−1
0 e−C2 ≤ f(x) ≤ D0e

C2
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µ2-almost everywhere on γ−1
n E ∩ (M −B2ε(bi)). Then Equation (14) implies that

D−1
0 e−C2 ≤ f(x) ≤ D0e

C2

µ2-almost everywhere on M −B2ε(bi). Since
(
M −B2ε(b1)

)
∪
(
M −B2ε(b2)

)
= M ,

this completes the proof. �

15. Convexity of critical exponent

In this section we prove Theorem 1.6, which we restate below. For the rest of the
section fix a convergence group Γ ⊂ Homeo(M) and two expanding coarse-cocycles
σ0, σ1 : Γ×M → R such that δσ0

(Γ) = 1 = δσ1
(Γ). For 0 < λ < 1, notice that

σλ = (1− λ)σ0 + λσ1

is also a coarse-cocycle.

Theorem 15.1. If 0 < λ < 1, then

δσλ(Γ) ≤ 1.

Moreover, if
∑
γ∈Γ e

−δσλ (Γ)‖γ‖σλ = +∞, then the following are equivalent:

(1) δσλ(Γ) = 1.
(2) sup

γ∈Γ

∣∣‖γ‖σ0
− ‖γ‖σ1

∣∣ < +∞.

We start that by observing that the magnitudes of group elements behave nicely
under convex combinations of cocycles.

Lemma 15.2. σλ is expanding and there exists D > 0 such that:

(1− λ) ‖γ‖σ0
+ λ ‖γ‖σ1

−D ≤ ‖γ‖σλ ≤ (1− λ) ‖γ‖σ0
+ λ ‖γ‖σ1

for all γ ∈ Γ.

Proof. The upper bound on ‖γ‖σλ is by definition. Then the expanding properties

for σ0 and σ1 imply the lower bound on ‖γ‖σλ and the fact that σλ is expanding. �

Lemma 15.3. δσλ(Γ) ≤ 1.

Proof. By Hölder’s inequality and the previous lemma,

∑
γ∈Γ

e
−s‖γ‖σλ ≤ esD

∑
γ∈Γ

e−s‖γ‖σ0

λ∑
γ∈Γ

e−s‖γ‖σ1

1−λ

.

Hence δσλ(Γ) ≤ 1. �

We now consider the “moreover” part of the theorem. So fix λ ∈ (0, 1) where∑
γ∈Γ

e
−‖γ‖σλ =

∑
γ∈Γ

e
−δσλ (Γ)‖γ‖σλ = +∞.

It is clear that (2)⇒ (1). The proof that (1)⇒ (2) is much more complicated and
will occupy the rest of the section.

To that end, suppose that δσλ(Γ) = 1. For t ∈ {0, λ, 1}, let µt be a coarse
σt-Patterson-Sullivan measure of dimension 1 (which exists by Theorem 4.1).

The key step in the proof is to show that µλ is absolutely continuous to µ0 +µ1.

Proposition 15.4. µλ � µ0 + µ1.
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Assuming Proposition 4.1 for a moment we finish the proof that (1)⇒ (2). Since
µλ � µ0 + µ1, at least one of µ0 or µ1 is not singular to µλ. So by relabelling we
can assume that µλ is not singular to µ0. Then Proposition 14.2 implies that

sup
γ∈Γ

∣∣‖γ‖σ0
− ‖γ‖σλ

∣∣ < +∞.

Then Lemma 15.2 implies that

sup
γ∈Γ

∣∣‖γ‖σ0
− ‖γ‖σ1

∣∣ < +∞.

15.1. Proof of Proposition 15.4. The idea is to use the Shadow Lemma to relate
the measures.

Fix a compatible metric on ΓtM and let Sε(γ) denote the associated shadows.
By the Shadow Lemma (Theorem 6.1), there exists ε0 > 0 such that for every
0 < ε ≤ ε0 there is constant C0(ε) > 1 where

1

C0(ε)
e−‖γ‖σt ≤ µt

(
Sε(γ)

)
≤ C0(ε)e−‖γ‖σt

for all γ ∈ Γ and all t ∈ {0, λ, 1}.
We first establish bounds for the measure of shadows and then extend these

bounds to arbitrary sets using the covering result in Proposition 5.1(5).

Lemma 15.5. For any 0 < ε ≤ ε0 there exists C1 = C1(ε) > 1 such that: if γ ∈ Γ,
then

µλ (Sε(γ)) ≤ C1(µ0 + µ1) (Sε(γ)) .

Proof. By the Shadow Lemma and Lemma 15.2,

µλ (Sε(γ)) ≤ C0(ε)e
−‖γ2‖σλ ≤ C0(ε)eDe−(1−λ)‖γ2‖σ0−λ‖γ2‖σ1

≤ C0(ε)2eDµ0 (Sε(γ))
1−λ

µ1 (Sε(γ))
λ
.

Then the desired estimate follows from the weighted arithmetic-geometric mean
inequality. �

Lemma 15.6. There exists C2 > 1 such that: if A ⊂M is Borel measurable, then

µλ(A) ≤ C2(µ0 + µ1)(A).

Hence µλ � µ0 + µ1.

Proof. Fix η > 0. By outer regularity we can find an open set U ⊂ M such that
A ⊂ U and

(µ0 + µ1)(U) < η + (µ0 + µ1)(A).

Using Theorem 8.1 and possibly shrinking ε0 > 0, we may assume that

(16) µλ(Λcon
ε0 (Γ)) = 1.

Now fix 0 < ε < ε0 and let

I := {γ ∈ Γ : Sε(γ) ⊂ U}.

By Lemma 5.4, for each x ∈ Λcon
ε0 (Γ) there exists an escaping sequence {γn} such

that

x ∈
∞⋂
n=1

Sε(γn).
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Moreover, for each such sequence, Proposition 5.1(2) implies that diamSε(γn)→ 0
as n→∞. Hence

U ∩ Λcon
ε0 (Γ) ⊂

⋃
γ∈I
Sε(γ) ⊂ U.

So by Equation (16),

µλ (U) = µλ

⋃
γ∈I
Sε(γ)

 .

Let J ⊂ I and ε′ < ε satisfy Proposition 5.1(5). Then repeatedly using the
Shadow Lemma,

µλ(A) ≤ µλ(U) = µλ

⋃
γ∈I
Sε(γ)

 ≤∑
γ∈J

µλ (Sε′(γ))

≤ C0(ε)C0(ε′)
∑
γ∈J

µλ (Sε(γ)) ≤ C0(ε)C0(ε′)C1(ε)
∑
γ∈J

(µ0 + µ1) (Sε(γ))

≤ C0(ε)C0(ε′)C1(ε)(µ0 + µ1)(U) ≤ C0(ε)C0(ε′)C1(ε)
(

(µ0 + µ1)(A) + η
)
.

Since η > 0 was arbitrary, this completes the proof. �

16. Symmetric coarse-cocycles

In this section we consider the case when an expanding coarse-cocycle is “coarsely-
symmetric.” For the rest of the section, fix a convergence group Γ ⊂ Homeo(M).
A coarse-cycle σ : Γ×M → R is coarsely-symmetric if

sup
γ∈Γ

γ loxodromic

∣∣σ(γ, γ+)− σ(γ−1, γ−)
∣∣ < +∞.

The next result shows that coarsely-symmetric can also be defined using magni-
tudes and that expanding coarsely-symmetric coarse-cocycles are always contained
in a coarse GPS system.

Proposition 16.1. Suppose σ : Γ×M → R is an expanding coarse-cocycle. Then
σ is coarsely-symmetric if and only if

sup
γ∈Γ

∣∣‖γ‖σ − ∥∥γ−1
∥∥
σ

∣∣ < +∞.

Moreover, if σ is coarsely-symmetric, then (σ, σ,G) is a GPS system for Γ acting
on Λ(Γ) ⊂M , where G : Λ(Γ)(2) → [0,∞) is defined by

G(x, y) = κ+ lim sup
α→x,β→y

‖α‖σ +
∥∥β−1

∥∥
σ
−
∥∥β−1α

∥∥
σ

(notice that G ≥ 0 by Observation 3.1).

Remark 16.2. One could also define a Gromov product using a limit infimum instead
of a limit supremum.

As a corollary to Proposition 16.1 and Theorem 11.1, we have the following.
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Corollary 16.3. Suppose σ : Γ×M → R is a coarsely-symmetric expanding coarse-
cocycle with δ := δσ(Γ) < +∞ and µ is a coarse σ-Patterson–Sullivan measure of
dimension δ. If ∑

γ∈Γ

e−δ‖γ‖σ = +∞,

then Γ acts ergodically on (M (2), µ⊗ µ).

We prove the proposition via a series of lemma. Fix, for the rest of the section, an
expanding κ-coarse-cocycle σ : Γ×M → R and a compatible distance d on Γ tM .

Lemma 16.4. σ is coarsely-symmetric if and only if

sup
γ∈Γ

∣∣‖γ‖σ − ∥∥γ−1
∥∥
σ

∣∣ < +∞.

Proof. (⇐): This follows from Proposition 3.2(1).
(⇒): Fix ε > 0 and a finite set F ⊂ Γ satisfying Lemma 13.3. By Observation 3.1,

C1 := sup
γ∈Γ,f∈F

|‖γ‖σ − ‖γf‖σ|+ |‖fγ‖σ − ‖γ‖σ|

is finite. Further, by the expanding property, there exists C2 > 0 such that: if
γ ∈ Γ and d(x, γ−1) > ε, then

|σ(γ, x)− ‖γ‖σ| ≤ C2.

Now fix γ ∈ Γ. Then there exists f ∈ F such that γf is loxodromic and

min
{

d((γf)+, (γf)−), d(γf, (γf)−), d((γf)+, (γf)−1)
}
> ε.

Then ∣∣‖γ‖σ − ∥∥γ−1
∥∥
σ

∣∣ ≤ C1 +
∣∣‖γf‖σ − ∥∥(γf)−1

∥∥
σ

∣∣
≤ C1 + 2C2 +

∣∣σ(γf, (γf)+)− σ((γf)−1, (γf)−)
∣∣ .

Then, since σ is coarsely-symmetric,

sup
γ∈Γ

∣∣‖γ‖σ − ∥∥γ−1
∥∥
σ

∣∣ < +∞. �

Lemma 16.5. If σ is coarsely-symmetric, then (σ, σ,G) is a GPS system on Λ(Γ).

Proof. Notice that G is locally bounded by Proposition 3.2(5). Also, by Proposi-
tion 3.2(4), for every x ∈ Λ(Γ) and γ ∈ Γ we have

−2κ+ lim sup
α→x

‖γα‖σ − ‖α‖σ ≤ σ(γ, x) ≤ 2κ+ lim inf
α→x

‖γα‖σ − ‖α‖σ .

Then by the previous lemma, there exists C > 0 such that

−C + lim sup
α→x

∥∥α−1γ−1
∥∥
σ
−
∥∥α−1

∥∥
σ
≤ σ(γ, x) ≤ C + lim inf

α→x

∥∥α−1γ−1
∥∥
σ
−
∥∥α−1

∥∥
σ
.

Fix (x, y) ∈ Λ(Γ)(2) and γ ∈ Γ. By definition there exist αn → x and βn → y
such that

G(γx, γy) = κ+ lim
n→∞

‖γαn‖σ +
∥∥β−1

n γ−1
∥∥
σ
−
∥∥β−1

n αn
∥∥ .

Then

G(x, y) ≥ κ+ lim sup
n→∞

‖αn‖σ +
∥∥β−1

n

∥∥
σ
−
∥∥β−1

n αn
∥∥ .



54 BLAYAC, CANARY, ZHU, AND ZIMMER

So

G(γx, γy)−G(x, y) ≤ lim inf
n→∞

‖γαn‖σ − ‖αn‖σ +
∥∥β−1

n γ−1
∥∥
σ
−
∥∥β−1

n

∥∥
σ

≤ 2κ+ C + σ(γ, x) + σ(γ, y).

Using the definition of G again, there exist α̂n → x and β̂n → y such that

G(x, y) = κ+ lim
n→∞

‖α̂n‖σ +
∥∥∥β̂−1

n

∥∥∥
σ
−
∥∥∥β̂−1

n α̂n

∥∥∥ .
Then

G(γx, γy) ≥ κ+ lim sup
n→∞

‖γα̂n‖σ +
∥∥∥β̂−1

n γ−1
∥∥∥
σ
−
∥∥∥β̂−1

n α̂n

∥∥∥ .
So

G(γx, γy)−G(x, y) ≥ lim sup
n→∞

‖γα̂n‖σ − ‖α̂n‖σ +
∥∥∥β̂−1

n γ−1
∥∥∥
σ
−
∥∥∥β̂−1

n

∥∥∥
σ

≥ −2κ− C + σ(γ, x) + σ(γ, y).

Thus ∣∣∣(σ(γ, x) + σ̄(γ, y)
)
−
(
G(γ(x), γ(y))−G(x, y)

)∣∣∣ ≤ 2κ+ C

and hence (σ, σ,G) is a GPS system. �

17. Potentials on Gromov hyperbolic spaces

For the rest of the section let (X,dX) be a proper geodesic Gromov hyperbolic
metric space and fix a basepoint o ∈ X. Also, let Γ ⊂ Isom(X) be a discrete group.
Then Γ acts on the Gromov boundary ∂∞X as a convergence group.

In this section we consider coarsely additive potentials on X, as defined in Defi-
nition 1.9, and prove Theorems 1.11 and 1.12 (which we restate here).

Theorem 17.1. Suppose ψ is a Γ-invariant coarsely additive potential. Define
functions σψ, σ̄ψ : Γ× ∂∞X → R and Gψ : ∂∞X

(2) → [0,∞) by

σψ(γ, x) = lim sup
p→x

ψ(γ−1o, p)− ψ(o, p),

σ̄ψ(γ, x) = lim sup
p→x

ψ(p, γ−1o)− ψ(p, o),

Gψ(x, y) = lim sup
p→x,q→y

ψ(p, o) + ψ(o, q)− ψ(p, q).

Then there exists κ1 > 0 such that (σ̄ψ, σψ, Gψ + κ1) is a coarse GPS system and

sup
γ∈Γ

∣∣∣‖γ‖σψ − ψ(o, γo)
∣∣∣ < +∞.

Theorem 17.2. Suppose Γ acts co-compactly on X and σ : Γ × ∂∞X → R is an
expanding coarse-cocycle. Then there exists a Γ-invariant coarsely additive potential
where

sup
γ∈Γ,x∈∂∞X

|σψ(γ, x)− σ(γ, x)| < +∞.

In particular, σ is contained in a GPS system.
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17.1. Metric perspective. If ψ : X × X → R is a Γ-invariant coarsely additive
potential, then by Lemma 17.3 below there exists a constant C > 0 such that the
function

dψ(p, q) =

{
ψ(p, q) + C if p 6= q

0 if p = q

is a Γ-invariant quasimetric, that is a function that satisfies all the axioms of a
metric except for the symmetry property. Using properties (1) and (3) in Defini-
tion 1.9 one can show that (X,dψ) is quasi-isometric to (X,dX) and that (X,dψ)
is coarsely-geodesic, i.e. there is some C > 0 such that every two points in X are
joined by a (1, C)-quasi-geodesic with respect to the quasimetric dψ.

Conversely, given a Γ-invariant coarsely-geodesic quasimetric d on X which is
quasi-isometric to (X,dX), the Morse lemma implies that the function ψ(x, y) =
d(x, y) is a Γ-invariant coarsely additive potential.

Hence Theorems 17.1 and 17.2 could be instead be stated in terms of Γ-invariant
coarsely-geodesic quasimetrics which are quasi-isometric to (X,dX).

17.2. Proof of Theorem 17.1. Suppose ψ : X ×X → R is a Γ-invariant coarsely
additive potential and κ : [0,∞)→ [0,∞) is the function in property (3).

Since (X,dX) is Gromov hyperbolic, there exists δ > 0 such that every geodesic
triangle in (X,dX) is δ-slim.

We first show that ψ satisfies a coarse version of the triangle inequality.

Lemma 17.3.

(1) For every r > 0 there exists C(r) > 0 such that:

|ψ(p, q)− ψ(p′, q′)| ≤ C(r)

when dX(p, p′),dX(q, q′) ≤ r.
(2) There exists κ1 > 0 such that:

ψ(p1, p2) ≤ ψ(p1, q) + ψ(q, p2) + κ1

for all p1, p2, q ∈ X.

Proof. (1). Notice that p′ is in the (r + 1)-neighborhood of any geodesic joining p
to q and q′ is in the (r + 1)-neighborhood of any geodesic joining p′ to q. So∣∣ψ(p, q)−

(
ψ(p, p′) + ψ(p′, q′) + ψ(q′, q)

)∣∣ ≤ 2κ(r + 1).

Hence
|ψ(p, q)− ψ(p′, q′)| ≤ 2κ(r + 1) + 2 sup

dX(u,v)≤r
|ψ(u, v)| ,

which is finite by property (2).
(2). Let m := infp,q∈X ψ(p, q), which is finite by property (1).
Fix p1, p2, q ∈ X and a geodesic triangle [p1, p2]∪[p2, q]∪[q, p1] in X with vertices

p1, p2, q. Since every geodesic triangle is δ-slim, there exists u ∈ [p1, p2], p′1 ∈ [q, p1]
and p′2 ∈ [p2, q] such that

dX(p′1, u),dX(p′2, u) < δ.

Then

ψ(p1, p2) ≤ ψ(p1, u) + ψ(u, p2) + κ(0) ≤ ψ(p1, p
′
1) + ψ(p′2, p2) + 2C(δ) + κ(0)

≤ ψ(p1, q)− ψ(p′1, q) + ψ(q, p2)− ψ(q, p′2) + 2C(δ) + 3κ(0)

≤ ψ(p1, q) + ψ(q, p2)− 2m+ 2C(δ) + 3κ(0). �
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The next lemma states that it coarsely doesn’t matter what sequence we use to
define σψ.

Lemma 17.4. There exists κ2 > 0 such that: if x ∈ ∂∞X and γ ∈ Γ, then

lim sup
p,q→x

∣∣(ψ(γ−1o, p)− ψ(o, p)
)
−
(
ψ(γ−1o, q)− ψ(o, q)

)∣∣ ≤ κ2.

Proof. Since geodesic triangles are δ-slim, for any two geodesic rays r1, r2 : [0,∞)→
(X,dX) with limt→∞ r1(t) = limt→∞ r2(t) there exists T > 0 such that r1([T,∞))
is contained in the 2δ-neighborhood of r2.

Fix x ∈ ∂∞Γ and γ ∈ Γ. Then fix sequences {pn}, {qn} ⊂ Γ converging to x
where

L := lim
n→∞

∣∣(ψ(γ−1o, pn)− ψ(o, pn)
)
−
(
ψ(γ−1o, qn)− ψ(o, qn)

)∣∣
equals the limit supremum in the lemma statement. Using the fact mentioned
above, after passing to a subsequence, we can find u ∈ X such that u is contained
in the (2δ + 1)-neighborhood of any geodesic joining o to either pn or qn, and u is
contained in the (2δ+ 1)-neighborhood of any geodesic joining γ−1o to either pn or
qn. Then∣∣(ψ(γ−1o, pn)− ψ(o, pn)

)
−
(
ψ(γ−1o, u)− ψ(o, u)

)∣∣
=
∣∣(ψ(γ−1o, pn)− ψ(γ−1o, u)− ψ(u, pn)

)
−
(
ψ(o, pn)− ψ(o, u)− ψ(u, pn)

)∣∣
≤ 2κ(2δ + 1).

Likewise,∣∣(ψ(γ−1o, qn)− ψ(o, qn)
)
−
(
ψ(γ−1o, u)− ψ(o, u)

)∣∣ ≤ 2κ(2δ + 1).

So L ≤ 4κ(2δ + 1).
�

Lemma 17.5. σψ : Γ× ∂∞X → R is a coarse-cocyle.

Proof. Fix γ1, γ2 ∈ Γ and a sequence {pn} ⊂ X converging to x ∈ ∂∞X. Then by
Lemma 17.4,

|σψ(γ1γ2, x)− σψ(γ1, γ2x)− σψ(γ2, x)|
≤ 3κ2 + lim sup

n→∞

∣∣ψ(γ−1
2 γ−1

1 o, pn)− ψ(o, pn)− ψ(γ−1
1 o, γ2pn) + ψ(o, γ2pn)

− ψ(γ−1
2 o, pn) + ψ(o, pn)

∣∣
= 3κ2.

Next fix γ ∈ Γ and {xn} ⊂ ∂∞X converging to x. Then we can fix {pn,j} ⊂ X
such that limj→∞ pn,j = xn. Then Lemma 17.4, we can fix {jn} such that

sup
n≥1

∣∣σψ(γ, xn)− ψ(γ−1o, pn,jn) + ψ(o, pn,jn)
∣∣ ≤ κ2

and pn,jn → x. Then again using Lemma 17.4,

lim sup
n→∞

|σψ(γ, x)− σψ(γ, xn)| ≤ κ2 + lim sup
n→∞

∣∣σψ(γ, x)− ψ(γ−1o, pn,jn) + ψ(o, pn,jn)
∣∣

≤ 2κ2.

Thus σψ is a (3κ2)-coarse-cocycle. �

Lemma 17.6. supγ∈Γ

∣∣∣‖γ‖σψ − ψ(o, γo)
∣∣∣ < +∞.
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Proof. Fix a geodesic line ` in X and let x, y ∈ ∂∞Γ denote the endpoints of `. Fix
{pn}, {qn} ⊂ X converging to x, y respectively along the geodesic line `. Also fix
some u ∈ `.

Fix γ ∈ Γ. Notice that a geodesic triangle with vertices pn, qn, γ
−1o is δ-slim and

so after relabelling we can assume that u is a δ-neighborhood of a geodesic segment
from γ−1o to pn. So

σψ(γ, x) ≥ −κ2 + lim sup
n→∞

ψ(γ−1o, pn)− ψ(o, pn)

≥ −κ2 − κ(δ) + lim sup
n→∞

ψ(γ−1o, u) + ψ(u, pn)− ψ(o, pn).

By Lemma 17.3,

ψ(γ−1o, o) ≤ ψ(γ−1o, u) + ψ(u, o) + κ1

and

|ψ(u, pn)− ψ(o, pn)| ≤ C(dX(u, o)).

So

σψ(γ, x) ≥ −κ2 − κ(δ)− C(dX(u, o))− ψ(u, o)− κ1 + ψ(γ−1o, o).

For the other direction, fix z ∈ ∂∞X and {pn} ⊂ X converging to z. Then

σψ(γ, z) ≤ κ2 + lim sup
n→∞

ψ(γ−1o, pn)− ψ(o, pn) ≤ κ2 + ψ(γ−1o, o) + κ1.

So
∣∣∣‖γ‖σψ − ψ(o, γo)

∣∣∣ =
∣∣∣‖γ‖σψ − ψ(γ−1o, o)

∣∣∣ is uniformly bounded. �

The next lemma states that it coarsely doesn’t matter what sequence we use to
define Gψ.

Lemma 17.7. There exists κ3 > 0 such that: if ` is a geodesic line in (X,dX) with
endpoints x, y ∈ ∂∞X, then

lim sup
p→x,q→y

∣∣∣∣ψ(p, o) + ψ(o, q)− ψ(p, q)−min
u∈`

ψ(u, o) + ψ(o, u)

∣∣∣∣ ≤ κ3.

Proof. Fix a geodesic line ` with endpoints x, y ∈ ∂∞X. Then fix sequences
{pn}, {qn} ⊂ X converging to x, y which realize the limit supremum in the lemma
statement. Passing to a subsequence we can suppose that

L := lim
n→∞

ψ(pn, o) + ψ(o, qn)− ψ(pn, qn)

exists in [−∞,+∞]. Then Lemma 17.3 implies that L ∈ [−κ1,+∞].
Fix a geodesic [pn, qn] joining pn to qn. Passing to a subsequence we can suppose

that [pn, qn] converges to a geodesic line ˆ̀with endpoints x, y. Since every geodesic

triangle is δ-slim, ` must be contained in a (2δ)-neighborhood of ˆ̀ and ˆ̀ must be
contained in a (2δ)-neighborhood of `.

First suppose that u ∈ `. Then for n sufficiently large, u is in the (2δ + 1)-
neighborhood of [pn, qn]. Hence

ψ(pn, qn) ≥ ψ(pn, u) + ψ(u, qn)− κ(2δ + 1),

which implies

L ≤ κ(2δ + 1) + lim
n→∞

ψ(pn, o)− ψ(pn, u) + ψ(o, qn)− ψ(u, qn)

≤ κ(2δ + 1) + 2κ1 + ψ(o, u) + ψ(u, o).
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Thus

L ≤ κ(2δ + 1) + 2κ1 + min
u∈`

ψ(u, o) + ψ(o, u).

Notice that this implies that L < +∞.
For each n, let [o, pn] ∪ [pn, qn] ∪ [qn, o] be a geodesic triangle with vertices

o, pn, qn. Since every geodesic triangle is δ-slim, exist un ∈ [pn, qn], p′n ∈ [0, pn],
and q′n ∈ [0, qn] such that

dX(p′n, un),dX(q′n, un) < δ.

Then

ψ(pn, o) + ψ(o, qn)− ψ(pn, qn)

≥ ψ(pn, un) + ψ(un, o) + ψ(o, un) + ψ(un, qn)− ψ(pn, un)− ψ(un, qn)− 3κ(δ)

= ψ(un, o) + ψ(o, un)− 3κ(δ).

Hence

L ≥ −3κ(δ) + lim sup
n→∞

ψ(un, o) + ψ(o, un).

Since L < +∞, property (1) implies that {un} is relatively compact in X. So
for n sufficiently large, un is contained in a (2δ + 1)-neighborhood of `. Thus by
Lemma 17.3,

L ≥ −3κ(δ)− 2C(2δ + 1) + min
u∈`

ψ(u, o) + ψ(o, u). �

Lemma 17.8. (σ̄ψ, σψ, Gψ + κ1) is a coarse GPS system.

Proof. Lemma 17.3 implies that Gψ + κ1 is non-negative. Notice that ψ̄(p, q) =
ψ(q, p) defines a Γ-invariant coarsely additive potential. So Lemma 17.5 implies
that σ̄ψ = σψ̄ is a coarse-cocycle.

Next we show that Gψ is locally finite. Fix a compact set K ⊂ ∂∞X
(2). Then

there exists r > 0 such that any geodesic line in (X,dX) joining points in K
intersects the ball of radius r > 0 centered at o. Then Lemma 17.7 and property (2)
imply that

sup
(x,y)∈K

Gψ(x, y) < +∞.

Hence Gψ is locally finite.
Finally, arguing exactly as in the proof of Lemma 16.5 there exists a constant

C > 0 such that

|Gψ(γx, γy)−Gψ(x, y)− σ̄ψ(γ, x)− σψ(γ, y)| ≤ C

for all γ ∈ Γ and (x, y) ∈ ∂∞X(2).
Hence (σ̄ψ, σψ, Gψ + κ1) is a coarse GPS system. �

17.3. Proof of Theorem 17.2. Suppose σ : Γ × ∂∞X → R is an expanding κ-
coarse-cocycle and Γ acts co-compactly on X. Fix r > 0 such that X = Γ ·Br(o).

For p ∈ X let Ap := {γ ∈ Γ : dX(p, γ(o)) < r}. Then define ψ : X ×X → R by

ψ(p, q) =
1

#Ap#Aq

∑
γ1∈Ap,γ2∈Aq

∥∥γ−1
1 γ2

∥∥
σ
.

We will show that ψ is a Γ-invariant coarsely additive potential.
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Since γAp = Aγp, the function ψ is Γ-invariant. Since σ is proper,

lim
r→∞

inf
dX(p,q)≥r

ψ(p, q) = +∞.

Since Γ acts properly on X, for any r > 0 we have

sup
dX(p,q)≤r

|ψ(p, q)| < +∞.

Let B := {γ ∈ Γ : dX(o, γ(o)) < 2r}. Then Observation 3.1(4) implies that if
α ∈ Ax and β ∈ Ay, then

(17)
∣∣∥∥α−1β

∥∥
σ
− ψ(x, y)

∣∣ ≤ C := 2 max
γ∈B
‖γ‖σ .

In particular,

(18) |‖γ‖σ − ψ(o, γo)| ≤ C

for all γ ∈ Γ.

Lemma 17.9. For every r > 0 there exists κ = κ(r) > 0 such that: if u is contained
in the r-neighborhood of a geodesic in (X,dX) joining p to q, then∣∣ψ(p, q)−

(
ψ(p, u) + ψ(u, q)

)∣∣ ≤ κ.
Proof. Fix r > 0 and suppose no such κ(r) > 0 exists. Then for each n ≥ 1 we can
find pn, qn, un ∈ X such that un is contained in the r-neighborhood of a geodesic
joining pn to qn and∣∣ψ(pn, qn)−

(
ψ(pn, un) + ψ(un, qn)

)∣∣ ≥ n.
Translating by Γ, we can assume that pn ∈ Br(o), which implies that id ∈ Apn .
Fix αn ∈ Aun and βn ∈ Aqn . Then Equation (17) implies that∣∣‖βn‖σ − ‖αn‖σ − ∥∥α−1

n βn
∥∥
σ

∣∣ ≥ n− 3C.

However, Proposition 3.2(5) implies that there exists C ′ > 0 such that

‖βn‖σ ≥ ‖αn‖σ +
∥∥α−1

n βn
∥∥
σ
− C ′

for all n ≥ 1 and by Observation 3.1(4)

‖βn‖σ ≤ ‖αn‖σ +
∥∥α−1

n βn
∥∥
σ

+ κ.

So we have a contradiction. �

Thus ψ is a Γ-invariant coarsely additive potential. Finally, by the definition of
σψ, Equation (18), and Proposition 3.2(4) we have

sup
γ∈Γ,x∈∂∞X

|σψ(γ, x)− σ(γ, x)| < +∞.

This completes the proof of Theorem 17.2.
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Appendix A. Conservativity, dissipativity and quotient measures

In this appendix we define the notions of conservativity, dissipativity and Hopf
decompositions for a general group action, check that it coincides with several other
definitions in the literature [Kai10, Aar97, Rob03], and also that it is consistent with
the classical theory of Hopf decompositions for actions of Z. This expands on the
discussion in [Bla21]. We also prove that quotient measures exist when the action
is dissipative.

We include this appendix because the references we found on this topic were not
entirely suitable for this paper: some sources [Rob03, Bla21] are missing details,
while others [Kai10, Aar97] only apply to free actions (while here we allow actions
which are not free).

For the rest of the section fix a measurable space X, a unimodular, locally
compact second-countable group G acting measurably on X, and an G-invariant
sigma-finite measure m. We denote by dg a fixed choice of Haar measure on G: since
G is unimodular, this measure is invariant under both left and right multiplication,
and under the involution g 7→ g−1.

A.1. The Hopf decomposition. There are several reasonable definitions of wan-
dering sets, which generalize in different ways the classical notion of wandering sets
for actions of Z, R and Z≥1. We use the following:

Definition A.1. A measurable subset W ⊂ X is called wandering (resp. exactly
wandering) if {g ∈ G : gx ∈ W} is relatively compact for m-almost any (resp. for
any) x ∈W .

When G is discrete, in particular if G = Z, then a set W is sometimes called
wandering if it satisfies the stronger property that W ∩ gW = ∅ for any g ∈ G, or
m(W ∩ gW ) = 0, see [Aar97, Kai10]. We will see, in Section A.2, the link between
this stronger definition and ours. Roblin defines W to be wandering if it satisfies
the weaker property that

∫
1W (gx)dg < +∞ for almost any x ∈ W [Rob03, p.17].

This gives the same notions of conservativity and dissipativity, as explained below.

Definition A.2. The action of G on (X,m) is called conservative if every wandering
set has measure zero, The action is called dissipative if X is a countable union of
wandering sets.

A Hopf decomposition of X is a decomposition X = C t D into disjoint G-
invariant measurable sets such that the action on C is conservative and the action
on D is dissipative.

Notice that if X = C tD and X = C ′ tD′ are both Hopf decompositions, then
C ′ ∩D is a countable union of wandering sets. Since every wandering set in C ′ has
measure zero, we see that m(C ′ ∩D) = 0, and similarly m(C ∩D′) = 0. So, up to
a set of measure zero, there is a unique Hopf decomposition.

There is another classical characterization of conservativity, dissipativity and
Hopf decompositions in terms of integrable functions. This characterization also
proves the existence of Hopf decompositions.

Fact A.3 ([Bla21, Fact 2.27]). For any positive integrable function f on X, the
sets C := {x :

∫
G
f(gx) dg = +∞} and D := {x :

∫
G
f(gx) dg < +∞} form a Hopf

decomposition.
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In particular, the action of G is conservative (resp. dissipative) if and only if for
any/some positive integrable function f on X, we have

∫
G
f(gx) dg = +∞ (resp.

< +∞) for m-almost any x ∈ X.

This result implies that our notion of Hopf decomposition coincides with that of
Roblin [Rob03, p.17]. If not, there would be W ⊂ C with positive measure such
that h(x) =

∫
1W (gx) dg is finite for m-almost every x ∈W , and up to reducing W

we can assume there exists R such that {h(x) ≤ R} has full m-measure in W . Then∫
W
h(x)f(x) dx < +∞, but this quantity equals

∫
x∈W

∫
f(gx) dg dm(x), which is

infinite since
∫
f(gx) dg = +∞ on C.

A consequence of Fact A.3 is that a group G acting on X has the same Hopf
decomposition as any lattice of G acting on X (if G has lattices), see e.g. [Aar97,
Th. 1.6.4] in the case of free actions.

A.2. The case of discrete groups. In this section we suppose that G is discrete
and X is standard, i.e. X can be measurably embedded in [0, 1]. The goal is to
construct a measurable fundamental domain for the action of G on the dissipative
part. This will allow us to check that our definition of Hopf decomposition agree
with other definitions [Aar97, Kai10] when G is torsion-free.

Lemma A.4. Let A ⊂ X be a G-invariant measurable subset which can be written
as a countable union of exactly wandering sets. Then there exists a measurable
subset F ⊂ A such that every orbit G · x intersects F at exactly one point. In
particular, F is measurably isomorphic to G\A endowed with the quotient sigma-
algebra, and this quotient is hence standard (can be measurably embedded in [0, 1]).

Moreover, there exists such an A ⊂ X such that X = A t (X − A) is a Hopf
decomposition.

Proof. Let {Wn} be a sequence of exactly wandering sets with A =
⋃
nWn. Let

W ′1 := W1, and let W ′n := Wn − G(W1 ∪ · · · ∪Wn−1) for all n > 1. Then {W ′n} is
a sequence of exactly wandering sets such that the orbits G ·W ′n form a partition
of A. To conclude the proof, it suffices to find a fundamental domain in each W ′n,
i.e. to select in a measurable way one representative for each orbit which intersects
W ′n.

Let φ : X → [0, 1] be a measurable embedding. Now for each n ≥ 1, we select
in each orbit G · x the point y ∈ W ′n whose image under φ is the smallest, i.e.
y = φ−1(minφ(G · x ∩W ′n)). So

Fn := {x ∈W ′n : φ(x) ≤ φ(gx) for any g ∈ G with gx ∈W ′n}.

This set is measurable since x ∈ Fn if and only if φ(x) ≤ φ(gx) + 1X−W ′n(gx) for
any g ∈ G, which are countably many measurable conditions. Then F :=

⋃
n Fn is

a measurable fundamental domain.
To construct A satisfying the “moreover” statement, consider a Hopf decompo-

sition X = C tD, write D as a countable union of wandering sets {Wn}, and then
let W ′n be the set of x ∈Wn such that {g : gx ∈Wn} is finite, so that W ′n is exactly
wandering and has full measure in Wn. Finally set A :=

⋃
n G ·W ′n. �

If G is torsion-free, then the action of G on the set A ⊂ X constructed in the
last part above is free. As a corollary, any Hopf decomposition X = C t D for
our definition in Section A.1 is also a Hopf decomposition in the sense of Aaronson
[Aar97, §1.6] and Kaimanovich [Kai10]: every positive measure subset B ⊂ C is
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recurrent, meaning that for almost any x ∈ B the orbit eventually returns to B
(because B is not wandering), and D admits a subset F such that {gF}g∈G are
pairwise disjoint and G · F has full measure in D.

A.3. Quotient measures. In this section we assume the action of G on X is
dissipative. Let π : X → G\X denote the projection map associated to the action
and endow G\X with the quotient sigma-algebra.

For any non-negative measurable function f : X → [0,+∞], the function

P̃ (f)(x) :=

∫
g∈G

f(gx) dg

is measurable and G-invariant, hence it descends to a measurable function on G\X
which we denote by P (f).

We say that a measure m′ on G\X is a quotient measure for m if for any non-
negative measurable function f : X → [0,+∞] we have

(19)

∫
x∈X

f(x) dm(x) =

∫
q∈G\X

P (f(q) dm′(q).

For instance, if X is a smooth manifold, G is discrete and acts freely and properly
discontinuously on X, and m comes from a smooth G-invariant volume form α, then
G\X is a manifold and the quotient measure is induced by the volume form π∗α.

We will show that quotient measures exist and are unique.

Remark A.5. First we make some observations.

(1) The quotient measure m′ is automatically sigma-finite, since P (f) is a posi-
tive function in L1(G\X,m′) whenever f is a positive function in L1(X,m).

(2) A G-invariant measurable subset A ⊂ X has zero m-measure if and only
if its projection π(A) (which is measurable) has zero m′-measure. Indeed,
let f be a positive integrable function on X. Then P (f1A) = P (f)1π(A).

If m(A) = 0 then
∫
P (f)1π(A)dm

′ =
∫
f1Adm = 0 so P (f)1π(A) = 0

almost everywhere, so m′(π(A)) = 0. Conversely, if m′(π(A)) = 0 then∫
f1Adm = 0 so m(A) = 0.

(3) If f ∈ L1(X,m), then P̃ (f)(x) =
∫
g∈G f(gx) dg is an m-almost everywhere

defined measurable function and hence it descends to a measurable m′-
almost everywhere defined function on G\X which we denote by P (f).
Equation (19) implies that∫

P (f)dm′ =

∫
fdm

for all f ∈ L1(X,m). Since |P (f)| ≤ P (|f |), Equation (19) also implies
that

P : L1(X,m)→ L1(G\X,m′)
is continuous.

Fact A.6. There is a unique quotient measure on G\X, and it is given by the
formula

m′ =
1

P (f0)
π∗(f0m),

where f0 is any integrable positive function on X. Moreover, for any χ : G\X →
R≥0, if f = f0

P̃ (f0)
χ ◦ π then P (f) = χ m′-almost surely.
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Proof. Since the action of G on X is dissipative, P (f0) is finite m-almost surely by
Fact A.3.

Let us prove uniqueness: let m1,m2 be quotient measures. Fix χ : G\X →
[0,+∞] measurable. Set f(x) = χ(π(x)) f0(x)

P̃ (f0)(x)
and observe that P (f)(q) = χ(q)

for any q ∈ G\X such that P (f0)(q) < ∞, which occurs mi-almost surely since∫
P (f0)dmi =

∫
f0dm < ∞, for any i = 1, 2. Thus

∫
χdm1 =

∫
fdm =

∫
χdm2,

which implies m1 = m2 since χ was an arbitrary non-negative measurable function.
Let us now check that m′ = P (f0)−1π∗(f0m) is a quotient measure. Fix f : X →

[0,+∞]. Then by Fubini, the G-invariance of m, and the invariance of the Haar
measure under g 7→ g−1, we have∫

q∈G\X
P (f)(q) dm′(q) =

∫
q∈G\X

P (f)(q)

P (f0)(q)
dπ∗(f0m)(q)

=

∫
G

∫
X

f(gx)
f0(x)

P (f0)(gx)
dm(x) dg

=

∫
X

f(y)

∫
G

f0(g−1y)

P (f0)(y)
dg dm(y) =

∫
X

f(y) dm(y). �

If G is discrete, then one can use the existence of a fundamental domain from
Section A.2 to give a more concrete description of the quotient measure.

Fact A.7. Suppose X is standard and G is discrete. Let F ⊂ X be a measurable
subset that intersects every Γ-orbit at most once and such that Γ·F has full measure
(as in the “moreover” part of Lemma A.4).

Then π∗(f0m|F ) is the quotient measure, where f0(x) = 1
#{γ∈Γ:γx=x} .

Proof. Let f be a measurable non-negative function on X.
For any finite subgroup K ⊂ G, let FK be the set of x ∈ F whose stabilizer is

K. Then F is the disjoint countable union of the FK ’s, and we have
∑
γ 1FK ◦ γ =

#K · 1GFK and f0(x) = (#K)−1 for any x ∈ FK . So∫
P (f)dπ∗(f0m|F ) =

∫
x∈F

∑
γ

f(γx)f0(x)dm(x)

=
∑
K⊂G

1

#K

∫
x∈F

∑
γ

1FK (x)f(γx)dm(x)

=
∑
K⊂G

∫
y∈GFK

f(y)dm(y) =

∫
fdm. �

A.4. The case G = Z. In this section we consider the case when G = Z. There is
an abundant literature on the notions of conservativity, dissipativity and Hopf de-
composition in this case, and more generally in the case of actions of the semigroup
Z≥1. We denote by Tn the transformation of X associated to an element n.

For any reasonable choice of definitions, it is obvious that conservativity of Z≥1

always implies conservativity of Z and that dissipativity of Z implies dissipativity
of Z≥1. It is well-known, although nontrivial, that the converses are also true. We
shall use Krengel as a reference, and check that our definitions are consistent with
the definitions there:

Fact A.8. Consider a decomposition X = C tD which is a Hopf decomposition in
the sense of Krengel [Kre85, Th. 3.2]: D admits a measurable subset W0 such that
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D = TZW0 and W0 ∩ TnW0 = ∅ for any n 6= 0, and every subset W ⊂ C with
W ∩ TnW = ∅ for any n 6= 0 has measure zero.

Then X = C tD is a Hopf decomposition for our definition.

Proof. The action on D is clearly dissipative for our definition.
If every subset W ⊂ C with W ∩TnW = ∅ for any n 6= 0 has measure zero, then

for any measurable A ⊂ C, for almost any x ∈ A there exist infinitely many n’ such
that Tnx ∈ A [Kre85, Th. 3.1]. This implies that the action on C is conservative
for our definition. �

A.5. A topological Hopf decomposition. Suppose the sigma-algebra ofX comes
from a locally compact second-countable topology and the action of G is by homeo-
morphisms. In this case there is a natural Hopf decomposition that does not depend
on m.

We say an orbit G · x is escaping if for any compact set K the set {g : gx ∈ K}
is relatively compact, i.e. gx → ∞ as g → ∞. Let D ⊂ X be the set of x such
that G · x is escaping, and C = X −D. Note that D is measurable because it is a
countable intersection of closed sets of the form

{x : (G− L) · x ⊂ X − int(K)} =
⋂

g∈G−L

g−1(X − int(K))

for some compact sets K ⊂ X and L ⊂ G.

Lemma A.9. X = CtD is a Hopf decomposition for any G-invariant locally finite
measure.

Proof. Our assumptions imply the existence of a positive continuous integrable
function f . Then

∫
f(gx) dx = +∞ for any x ∈ C. Indeed let x ∈ C. Then there

is a compact subset K ⊂ X such that {g : gx ∈ K} is not relatively compact. Fix
U ⊂ G a compact neighborhood of the identity. By continuity there is some ε > 0
such that f(uy) > ε when u ∈ U and y ∈ K. Let {gn} ⊂ G be an escaping sequence
such that Ugn are pairwise disjoint and gnx ∈ K for any n. Then∫

G

f(gx) dg ≥
∑
n

∫
u∈U

f(ugnx) du ≥
∑
n

ε ·Haar(U) = +∞.

It remains to prove that D is a countable union of wandering sets. In fact it is a
countable union of exactly wandering sets Wn ({g : gx ∈Wn} is relatively compact
for any x ∈ Wn). Indeed let {Kn} be a sequence of compact sets covering X, and
let Wn = Kn ∩D. Then Wn is exactly wandering. �
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