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While many view Sakai as a Learning Management System equivalent in function to systems such as BlackBoard, WebCT, or Moodle, the heart of Sakai is an extensible collaborative framework that can be used for many applications ranging from teaching and learning to collaborative E-Science.

General Areas in E-Science

The notion of producing some type of "web site" to enhance scientific research is as old as the web itself.  The web was designed initially to organize and link Physics documents stored around the world.  

Lately with the increasing interest in (and funding for) finding ways for technology to enhance scientific progress and discovery, there have been many attempts to produce "E-Science" products that intend to accelerate research.  

These e-Science efforts fall roughly into two general topic areas:

· Portal-style: Provide convenient access to some unique resource.  This resource might be a piece of equipment such as NVO, large compute resource such as the Teragrid, or perhaps a curated repository of data such as COSMOS. 

· Collaboration-style: Provide a group-ware interaction place where scientists can collaboratively work together creating new science by their interaction.  The CMCS project is an excellent example of a project where the collaborative activity is essential to producing the new science.  

There are many projects that are hybrids between these two approaches.  NEESgrid both provided access to resources and at the same time organized collaborative scientific endeavour around those resources.  

In a way this paper describes the efforts on the part of a number of cooperating projects to produce the "perfect" framework capable of seamlessly supporting both types of E-Science applications with a single software release.

Phases of E-Science Technology

There have been at least three distinct waves of E-Science technology solutions over the past 8 years.  At times it is surprising that the domain scientists have had sufficient patience to actually watch as the computer scientists work through the details of moving from one technology to a better technology all in the name of best serving the needs of the domain scientists.

Phase1: Competition

The first phase of E-Science technology is best characterized by each project inventing a new "general purpose" technology for the purpose of the project in question, deploying the technology for the particular project and postulating that the "general solution" was now available.  These solutions were developed using many different technologies ranging from Perl to C++ and Java.  Some used open-source frameworks such as Jetspeed and others simply built up from nothing.

The result of this first phase was a lot of very divergent solutions which "did not have legs" beyond their initial project and in many cases were often not kept as long term solutions for the E-Science projects because of their unique nature.
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As each of these projects was publicized at poster sessions, conference presentations, and journal articles, people met their peers in these projects and a field of effort began to form.  Researchers began to meet one another and compare solutions. Mary Thomas, Dennis Gannon and Geoffrey Fox formed Global Grid Forum "Grid Computing Environment" working group in 2000 to help align these efforts moving forward.

Phase 2: Cooperation

In 2003, a number of important events happened to move from cross-group awareness to actual collaboration in the E-Science framework field.  A number of leaders emerged and helped organize the disparate efforts.  NCSA sponsored a cross-institutional project called the Alliance portal lead by Dennis Gannon at Indiana.   Ed Siedel (then of Max Plank Institute) became a focal point for UK and EU E-Science efforts.

Out of these focal points came two very important projects to develop two pieces of common infrastructure for E-Science.  The Open Grid Computing Environment (OGCE) lead by Marlon Pierce of Indiana and GridSphere project lead by Jason Novotny intended to leverage the prior experience of the many different E-Science projects to produce some common frameworks to be used across projects.

The OGCE 1.0 release was produced in October 2003 based on a combination of technologies from the CHEF, NEES, Alliance Portal, GridPort, and other projects in a single release. The OGCE 1.0 release was just the beginning of the effort and that OGCE 2.0 would be very different in terms of technology than OGCE 1.0.

GridSphere was a ground up design inspired by IBM WebSphere's design patterns and the anticipated functionality within the as yet unpublished JSR-168.

As the OGCE 1.0 and GridSphere efforts were getting underway two important portal integration standards were being created.  JSR-168 is an API for portlets and WSRP is a web services specification for remote portlet integration.  Both of these standards arrived too late to have an impact on the multi year development cycles of OGCE 1.0 or GridSphere 1.0.

Even though it might seem that the GridSphere and OGCE efforts would be highly competitive (given the Atlantic Ocean and all), there was friendly informal communication between the groups from the very beginning working on the common goal of improving future alignment.

With the emergence of JSR-168 and WSRP as new specifications developed initially to meet the needs of eBusiness, it was clear that both projects would have to make the transition from their own proprietary approaches to the standard approaches together and both projects could learn from one another. The new and untested nature of the specifications made this a complex process.

Phase 3: Convergence

In 2004 as the CHEF project was being transformed into the Sakai project, there was an opportunity to take a fresh look at how to build a collaborative framework suitable for teaching, learning, and research.  It seemed that JSR-168 should be a foundational technology to the new effort.

In order to better understand this technology, the Sakai project included the uPortal project as a partner to build the necessary JSR-168 and WSRP portal technology into uPortal for the Sakai project. 

Early in 2004, the OGCE project was deciding on the proper approach to take for the second release of the OGCE software.  A decision was made to focus on JSR-168 portlets that would run across multiple JSR-168 portlet containers including both GridSphere and uPortal.  Since its 1.0 release, GridSchere had added support for JSR-168 portlets in addition to its own proprietary GridSphere portlets.  uPortal was chosen to be the portal included in the OGCE "out-of-the-box" distribution.

Because neither Sakai nor CHEF was in uPortal, the OGCE effort was split into JSR-168 and non-JSR-168 threads with the intention that Sakai tools would eventually be available in uPortal using both JSR-168 and WSRP.

This seemed like the correct decision because most of the applications of the OGCE software were primarily focused on providing portal-style access to some unique resources (the first type of E-Science).  Example applications include LEAD, Teragrid, SCEC, etc.  

The view was that if an E-Science effort were collaborative at its core, then Sakai would be the better framework to adopt.  Example projects expected to use Sakai included CMCS and NEESGrid 4.0.

In November 2004, OGCE released its version 2.0 which provided portlets that worked both in uPortal and GridSphere.  

Summary of E-Science Phases

So in three short years, the E-Science portal effort has gone from a completely fragmented and competitive activity with 10+ competing solutions to the point where there are three solutions (Sakai, OGCE, and GridSphere), each with their strengths and weaknesses, but working closely together to further converge going forward.

The Sakai Project

Sakai was formed to build an open-source collaborative and learning environment (CLE).  Sakai was to take the collaborative environment from the CHEF project (Michigan), add learning management capabilities from CourseWork (Stanford), Stellar (MIT) and OnCourse(Indiana).

By starting with CHEF, Sakai was a reasonable platform for the collaborative form of E-Science but was very lacking as a learning management system (LMS).

In order to make Sakai suitable for use as an LMS, significant new learning oriented features were needed in addition to the basic collaborative capabilities.

To date, the major effort on the Sakai project has been as follows:

· Add learning oriented capabilities (QTI Testing System - Samigo, Gradebook, Support for Groups and Sections) (50% effort)

· Performance test and tune the Sakai services so as to be able to scale to large numbers of users (100K+) (25% effort)

· Rewrite the framework kernel to make tool and service integration more effective.  Enable JSR-168, Web Services, and WSRP (25% effort)

As of the Sakai 2.0 release, Sakai has made the transition from being only a collaborative system to a collaborative system with learning management capabilities as well.

After the Sakai 2.0 release effort will continue to improve both the collaborative and learning aspects of Sakai.

Sakai and JSR-168
Initially Sakai intended to use uPortal as its rendering engine, much as CHEF had used Jetspeed as its rendering engine.  This seemed simple enough at the outset.

Work on using uPortal as the rendering engine progressed and in August 2004 prior to Sakai 1.0, there was a version of Sakai that fully rendered in uPortal.  Unfortunately because Sakai had layout, structure, and API needs that went well beyond what the JSR-168 API provided, a number of non-standard modifications had been done to uPortal to support Sakai.

When this effort was evaluated for inclusion in the Sakai 1.0 release, it was determined that there were two major problems with the effort:

· The approach was not standard JSR-168 and as such would not work in any portal except uPortal.  Since the primary benefit of JSR-168 was portability across portal containers, making non-standard modifications was not seen as viable.

· The modifications that had been made to uPortal were deemed to be "harmful" to uPortal and should not be folded back into the uPortal source tree.  The modifications had changed the nature of uPortal from being a "portal/portlet container" to being a collaborative environment while losing its capabilities as a portal.

With these two significant flaws in the approach being taken, a decision was made to stop the current effort and rethink what should be done with the following goals in mind:

· The approach should be 100% stock and standard - no modifications would be allowed.

· The approach was to work with any portal technology, not just uPortal.

Given these constraints it seemed that the only reasonable go-forward approach was to focus first on WSRP (Web Services for Remote Portals) and then re-visit JSR-168 after the WSRP portal integration was completed.

Resources both in the Sakai and uPortal projects were reallocated and redirected based on this new direction in August 2004.

Sakai, uPortal and WSRP

The decision was made to put a native WSRP Producer into Sakai in Release 2.0 and both a WSRP Producer and Consumer in uPortal release 3.0.  The basic use case was to allow an enterprise to use uPortal as its portal and to allow easy integration of Sakai elements into the Enterprise portal using WSRP.

In early 2004, it was very clear that the WSRP4J project (Apache incubator) was not production-ready and that the uPortal and Sakai projects would end up becoming involved in the WSRP4J effort as our use of it became increasingly sophisticated.

The Sakai WSRP effort was lead by Vishal Goenka of SunGARD, SCT.  The approach was to build a full native Sakai WSRP producer implementation that talked directly to Apache's WSRP4J interacting directly with the Sakai 2.0 Kernel and Sakai tools to provision placements and respond to the WSRP requests from the consumer. 
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This work was completed before the 2.0 release but was not included because there were too many other elements to integrate into the Sakai 2.0 release. which were priorities for the Sakai Grant requirement sites.  WSRP producer will be in the Sakai 2.1 release.

As expected, as the intensity and detail of the Sakai and uPortal development efforts increased, problems were found and fixed with the WSRP4J code base.  This increasing involvement in the WSRP4J code base lead to a WSRP summit meeting hosted by Jim Farmer of the Sakai project bringing together the Sakai and uPortal developers with the WSRP specification lead (Rich Thompson) and the WSRP4J lead committer (Julie McNaught).   It is likely that one or more of the Sakai/uPortal developers will become a committer on the WSRP4J project.

Jim Farmer also organized another meeting with commercial portal and LMS vendors to further understand and communicate the directions for WSRP in the next few years. This included representatives of the JISC Information Environment CREE Project, which has successfully developed JSR168 and WSRP search portlets. It is understood that a further meeting is planned in the Uk to address specific issues around WSRP security.

All of these efforts are helping to get WSRP from the specification/reference implementation stage to being ready for production activity.  It may turn out that the uPortal and Sakai WSRP connection may be the first real production deployment of WSRP of considerable complexity.

Sakai and JSR-168 - The Sequel

As the Sakai WSRP effort comes to a successful close, Sakai is once again considering an approach to delivering Sakai functionality in JSR-168 portals.  Because Sakai is more complex than the typical JSR-168 portlet, some effort will have to be made to get Sakai tools working as native JSR-168 portlets in each hosting container.

A major effort within the Sakai 2.0 release was to completely rewrite the Sakai Kernel "glue" to be simpler and cleaner.  In addition, the groundwork was laid to support WSRP, Web Services, and JSR-168.

The Sakai Kernel is a relatively small amount of code, intended to capture all of the "non-portable" aspects of Sakai tools and services interacting with the hosting container.  The standard hosting container is a servlet container such as Tomcat.  In theory, it would be possible to build a version of the Sakai kernel that interacted with uPortal's environment rather than Tomcat's environment.

[image: image3.wmf]





By isolating the container specific aspects into the Kernel it is possible to build a uPortal or even GridSphere version of the Kernel and move the Sakai tools into a JSR-168 environment.

It is important to note that this model requires some porting effort within the Kernel for each new hosting container to place Sakai in that container.

This work has not yet started so there is no planned completion date.  The hope is that this work will either be well underway or substantially completed by the end of 2005 (barring major technical snags).

OGCE and Sakai

When the decision was made in April 2004 adopt JSR-168 and uPortal for OGCE release 2.0, it meant that the OGCE and Sakai efforts would continue on separate tracks for some time until possibly the end of 2005 when Sakai's JSR-168 capabilities will be completed.

The motivation to complete the Sakai JSR-168 capability is to both deliver on the original promise of the Sakai grant as well as to bring the OGCE and Sakai project back together so as to completely converge the E-Science portal framework allowing OGCE users to have the best of both worlds with a high quality enterprise portal and high quality collaborative environment.  The OCGE/Sakai combination will have maximum flexibility in deploying various combinations of technologies from both projects.

It is possible to do some basic integration between OGCE/uPortal and Sakai even before the Sakai JSR-168 effort is complete:

· During Summer 2005, we will write and develop documentation as to how to connect uPortal/OGCE to Sakai using iFrames.

· During Fall 2005, we will develop documentation as to how to use WSRP to connect Sakai and OGCE/uPortal.

It is expected that a future OGCE release 3.0 will include both Sakai and uPortal in the out-of-the box experience, finally bringing the separated threads of effort back together.

Sakai and the Grid

Many E-Science efforts have an element of the Grid for distributed authentication and access to compute resources.  If we look at the three leading E-Science frameworks, each can interoperate with the Grid:

· Sakai is based on CHEF.  CHEF has been well integrated into the Grid since September 2002.  The basic structure of authentication is unchanged in Sakai.  Sakai released a kit to add Grid support to Sakai 1.0 in September 2004.  This capability has been maintained across the Sakai releases.  Sakai can use myproxy or GridAuth for authentication.  In addition, Grid credentials are available to all tools operating in Sakai using a standard interface.

· Part of the effort of OGCE 2.0 was to extend uPortal so as to support grid credentials.  This development was done with an eye to building a simple common mechanism that would work across Sakai, GridSphere, and uPortal allowing portlets access to Grid credentials.

· GridSphere is built from the ground up to operate in a Grid environment and provides rich functionality and value- add on Grid services.

In summary, all three are suitable for deploying grid based E-Science portals.  The determining factor is not whether one or the other technology supports the Grid, but instead the applicability of each technology to the problem under consideration (i.e. is this a portal-style deployment or collaborative-style deployment, or a hybrid based around differing methods of integration).

Sakai, Data Models, and E-Research

While much of the Sakai effort through the 2.0 releases has been focused on adding learning capabilities there has been some progress in areas that are of interest to E-Research applications - especially those where collaboration and data curation is part of the E-Science activity.

Sakai has become increasingly engaged in institutional repository efforts like Fedora and DSpace.  Sakai 2.0 has enhanced support for simple metadata on all of the stored objects including support for Dublin Core out of the box and the ability to support other metadata schema as well.

This metadata capability is supported in the Sakai import and export capabilities allowing the full export of a Sakai site with associated metadata on all of the exported objects.
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This work is in anticipation of further increasing the intimate connection between Sakai and Institutional repositories.  Work is being done both to allow Sakai to produce and consume materials from institutional repositories. The work undertaken by the JISC Repositories Programme Repomman project will contribute to this development.
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With careful design, this should be a generic capability that will prove quite useful in a teaching and learning environment as well as any data-oriented collaborative E-Research environment.

Conclusion

In a sense, as CHEF morphed into Sakai, taking on the needs of a Learning Management system in addition to a collaborative E-Research environment, there was a risk that Sakai would end up being too focused on Teaching and Learning and no longer suitable for use in a Collaborative E-Research application. The Sakai Board made a statement with regard to this at its meeting in April 2005. It is reproduced as Annex 1.
Further, as the OGCE and GridSphere efforts moved quickly to JSR-168 in 2004, and Sakai took a 1.5 year detour on the road to JSR-168, the risk of permanent divergence between portals and collaborative environments was also increased.

The good news is that even while focused primarily on adding Teaching and Learning capabilities to Sakai, we have retained, improved, and extended its collaborative capabilities and suitability for collaborative E-Research.

With the release of Sakai 2.0 and its rewritten kernel the prospects for integrating Sakai into uPortal and OGCE using JSR-168 are once again looking quite good.  And this time I am confident that we can do the integration without reducing the functionality of uPortal or any other JSR-168 portal we choose to integrate Sakai into.

Perhaps the most important development in the past two years in terms of E-Research frameworks is that Sakai and uPortal represent a very significant installed user base.  uPortal runs at 120 institutions in production and has hundreds of thousands of daily users.  Sakai is in production at 10 institutions and has over a hundred thousand daily users.  This type of adoption represents an active developer and testing community that leads to extremely solid software.

If we can deliver on the promise of a single solution for both the collaborative and portal applications in E-Research that is based on production-quality open source software, we will have moved the field significantly forward. This will be a far cry from a few years back where most E-Research efforts depended on frameworks that were supported by a PI and a few graduate students.

Hopefully as solid production quality software emerges, we can begin to increasingly invest effort in the new science potential of E-Research rather than the investing in the development of yet one more E-Research framework.

Annex 1: Sakai Board Statement on C&LE Direction

From the Sakai Board Minutes of April 28-29, 2005 (Stanford)

http://bugs.sakaiproject.org/confluence/pages/viewpage.action?pageId=4092

“The Board reaffirms the fact that the Sakai Project is dedicated to building a Collaboration and Learning Environment and this should be part of the design and development as the kernel, common APIs and tools are designed and implemented. It is particularly important to ensure that immediate priorities in matching the essential functionality of commonly used Leaning Management Systems do not prevent the use of the Sakai CLE for other uses such as Research, and Social and Administrative Collaboration. The ability to support research, in addition to learning, collaboration, ensures that the Sakai CLE can meet the broadest possible requirements of the broadest possible number of institutions, including those in minorities not served well by current vendors and products. In the medium term, by developing along a path which points to convergence with that of the eScience and eResearch communities, the Sakai Framework will provide access to a range of tool transferability and re-use. This is of significant benefit to both communities, in both enriching available tools and reducing the waste of duplicated development.”
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