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ABSTRACT: The accuracy of five recently proposed van der
Waals (vdW) density functionals (optB86b, optB88, optPBE,
revPBE, and rPW86), the semiempirical vdW method of
Grimme (DFT-D2), and conventional local (LDA) and
gradient-corrected (GGA-PBE) density functionals are as-
sessed with respect to experimental enthalpies (ΔH) for CO2
adsorption in four prototypical metal organic frameworks
(MOFs) containing coordinatively unsaturated metal sites: M/
DOBDC (M = Mg, Ni, and Co) and Cu-HKUST-1. Although
the LDA and GGA functionals partially capture trends, they
significantly overbind (LDA) and underbind (GGA) CO2 with
respect to the experimental enthalpies. The addition of a
semiempirical r−6 dispersion term to the GGA exchange-correlation energy using “off the shelf” DFT-D2 parameters results in a
substantial improvement both in trends and in the magnitude of the adsorption enthalpies. However, on average this approach
still underbinds CO2 as compared to the experimental data by ∼7 kJ/mol (18%). Better accuracy is obtained with some of the
nonempirical vdW density functionals, with the revPBE-based functional of Dion et al. [Phys. Rev. Lett. 2004, 92, 246401]
yielding an average error of only ∼2 kJ/mol (4%) relative to experiment. This improvement in energetics is accompanied by a
slight decrease in the accuracy of predicted structures, as the revPBE functional overestimates the metal−CO2 bond length by
about 10%. The identification of an efficient vdW density functional capable of predicting the thermodynamics of CO2
adsorption will facilitate rapid computational screening for optimal CO2 adsorbents.

■ INTRODUCTION

Anthropogenic greenhouse gas (GHG) emissions are a major
contributor to global climate change.1 Although several
compounds (CH4, N2O, etc.) have been implicated, carbon
dioxide (CO2) is by far the largest contributor.

1 The magnitude
and growth rate of CO2 emissions can be directly traced to
fossil fuel use.1 In the U.S., approximately 85% of the energy
consumed comes from fossil fuels,2 as does a similar fraction of
energy used globally.3 Population growth and economic
development are expected to result in significant increases in
CO2 emissions: the U.S. Energy Information Administration
has estimated that domestic consumption of fossil fuels will
grow by 27% by the year 2030, resulting in a 33% increase in
CO2 emissions per year.4

Given its abundance and low cost, coal has become a
cornerstone fuel for power generation.5 A major drawback of
coal combustion, however, is its high carbon intensity.5 Because
coal combustion will likely remain a significant power source
for the foreseeable future, technologies capable of reducing its
carbon intensity are of immense value.
One approach to reducing the GHG emissions of coal-fired

power plants is carbon capture and sequestration (CCS).6,7

State of the art approaches to CO2 capture rely on the
chemisorption of CO2 by amine functional groups. While this
approach can capture a large fraction of the CO2 effluent,

8 the

CO2 absorption process is characterized by a large (∼80−110
kJ/mol) exothermic heat of absorption,9,10 resulting in
significant energy requirements for solvent regeneration.
These parasitics, and the associated problem of solvent
degradation at high regeneration temperatures, consume up
to ∼30% of power output and increase the cost of electricity by
∼80%.11 For comparison, the U.S. Department of Energy has
established a goal of 90% CO2 capture with an increased cost of
electricity of no more than 20%.6

Given their potential for facile regeneration, physisorptive
materials (i.e., adsorbents)12,13 are an attractive alternative to
approaches that use chemisorptive interactions to capture CO2.
While many types of adsorbents are known,13 metal−organic
frameworks (MOFs)14−19 are among the most promising
candidates. MOFs are porous materials constructed from metal
ions or polynuclear metal clusters assembled in a periodic
fashion through coordination to organic linkers. The large
number of possible clusters and linkers allows for a tunable
“building-block” approach to their synthesis, resulting in a wide
variety of MOF structures and compositions;20−22 thousands of
MOFs have been synthesized,23 and more than 105 hypo-
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thetical structures have been proposed.22 MOFs hold the
record for surface area, with some compounds exhibiting
surface areas greater than 5000 m2/g.24−27 Although MOFs are
a relatively new class of materials, they have already surpassed
the performance of ultrahigh surface area carbons, which had
previously defined the limits of CO2 capacity at high
pressures.25 For example, Caskey et al.20 have demonstrated
that the MOF Mg/DOBDC exhibits the largest CO2 uptake of
any adsorbent at 1 bar.
The large number of MOFs is both a blessing and a curse.

With many thousands of MOFs yet to be tested, it is highly
likely that MOFs having superior properties for CO2 capture
exist. However, experimental testing of all candidates is
impractical. Consequently, there is growing interest in the use
of computational screening to identify promising CO2
adsorbents.22,28,29 Such an approach would reduce the number
of compounds that must be synthesized and tested, thereby
accelerating the discovery of optimal materials.
As a screening parameter, the energetics (i.e., enthalpy) of

CO2 adsorption is of particular importance as it impacts the
capacity, selectivity, and efficiency of the carbon capture
process. While it is possible to accurately predict thermody-
namics using quantum chemical (QC) methods,30 these
methods are computationally expensive and are applicable
only to cluster models that neglect the crystalline morphology
of MOFs and possibly introduce finite-size effects; therefore,
screening based on QC calculations would be inefficient. On
the other hand, density functional theory calculations are
capable of addressing the large unit cells typical of MOFs
without resorting to cluster models. Unfortunately, conven-
tional density functionals yield rather poor predictions of CO2
adsorption thermodynamics,31 as they do not account for long-
range van der Waals (vdW) interactions. These interactions are
believed to have a significant impact on the energetics and
structure of these systems; thus the absence of vdW
interactions has limited the applicability of DFT in modeling
CO2 uptake in MOFs. For example, using a conventional GGA
functional, Wu et al.31 reported an enthalpy of adsorption of 20
kJ/mol for CO2 adsorption in Mg/DOBDC, which significantly
underpredicts the experimental value of 47 kJ/mol.20

The inclusion of vdW interactions in density functional
theory (DFT)32 is an active area of research, and several
approaches33−41 have been proposed. Two notable methods
are the semiempirical approach of Grimme, variously referred
to as DFT-D1,42 DFT-D2,43 and DFT-D3,44 and the
nonempirical vdW-DF method of Dion et al.45 These methods
have demonstrated improved accuracy at moderate computa-
tional cost across a range of chemical environments.34,46−51

The DFT-D methods42−44 involve the addition of a damped
dispersion term (Edisp) to the Kohn−Sham DFT energy
(EKS−DFT). A similar scheme has been proposed by Wu et
al.52 The accuracy of all of the DFT-D methods42−44 depends
on the atomic dispersion coefficient, C6 (e.g., see eq 2 in the
methods section). In the DFT-D1 method,42 this term is
derived from experimental molecular polarizability data,53

which, unfortunately, can be scarce for heavier elements. In
the subsequent DFT-D2 implementation,43 the C6 coefficients
are derived from computed atomic ionization potentials and
polarizabilities. Elements in the same row of a given transition
metal series are treated as having identical dispersion
parameters,43 taken as the average of the preceding group
VIII and following group III elements. DFT-D2 has been
shown to yield accurate experimental binding energies and

equilibrium bond lengths for dimers of Krypton;54 it improves
the interlayer binding energy, layer−layer spacing, lattice
parameters, and bulk moduli in layered solids such as
graphite;46,49,55,56 it also provides better agreement with
quantum chemical reference data for the binding energies of
weekly interacting dimers43,57 in the S22 training set.58

Regarding CO2 adsorption, Valenzano and co-workers have
shown that this approach can partially correct for the
underbinding observed in B3LYP calculations for CO2 on
Mg/DOBDC.30

In contrast to the empirical underpinnings of the DFT-D2
approach, the vdW-DF method45 includes vdW interactions in
a nonempirical fashion. Initial tests of the vdW- DF method
demonstrated improved accuracy in describing interactions in
noble gas and benzene dimers.45,59 Several other systems have
since been explored with this formalism, including water
interactions with benzene and other polycyclic aromatic
hydrocarbons;60,51 biomolecules such as nucleobase pairs and
DNA, in which H-bonding and stacking interactions are
crucial;61,62 layered solids such as graphite and V2O5;

55,63 and
physisorption of molecules onto surfaces34,64 and within porous
materials.65 In these systems, the vdW-DF method showed
improved agreement with experimental data or QC predictions,
and generally outperformed conventional density functional
calculations.
More recently, Klimes et al.66,67 have demonstrated that the

performance of the vdW-DF can depend sensitively upon the
choice of the exchange functional. For example, by replacing
the revPBE-based functional employed in ref 45 with a
modified B88 functional66 (referred to as the “optB88”
functional), more accurate binding energies were obtained for
the methane dimer and for the S2258 test set. Mean absolute
deviations from reference CCSD(T) binding data for this set
decreased from ∼6 kJ/mol using revPBE-vdW to ∼1 kJ/mol for
optB88-vdW. Klimes et al.66,67 also explored three other
exchange functionals: “optPBE”, “optB86b”, and “rPW86.”68

However, benchmarking on the S22 set revealed that the
accuracy of these functionals was less than for optB88.
Given the large improvements reported in refs 66 and 67,

upon altering the exchange functional, the goal of this study is
to benchmark these same vdW functionals, along with the
DFT-D2 method and conventional LDA and PBE-GGA
functionals, against experimental enthalpies for CO2 adsorption
across four MOFs: M/DOBDC (M = Mg, Ni, Co) and
HKUST-1.69−73 All of the selected MOFs contain coordina-
tively unsaturated metal sites (CUS). These compounds are of
interest because the presence of CUS correlates with high CO2
uptake at low pressures,19 presumably due to stronger CO2−
metal interactions. In addition, the thermodynamics of CO2
adsorption in these systems have been experimentally measured
by multiple groups,20,74−82 adding to the reliability of the data.
Our calculations demonstrate that the LDA and PBE-GGA

partially capture trends in the experimental ΔH values;
nevertheless, these functionals significantly overbind (LDA)
and underbind (GGA) CO2 with respect to the experimental
data. The addition of a semiempirical C6R

−6 dispersion term to
the GGA exchange-correlation energy using “off the shelf”
DFT-D2 parameters results in a substantial improvement in
both the magnitude of the adsorption enthalpies and the trends
across compounds. However, on average this approach still
underbinds CO2 as compared to the experimental data by 7 kJ/
mol CO2 (∼18% of the experimental ΔH). Improved accuracy
can be obtained with some of the vdW density functionals. In
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particular, the revPBE functional yields a low absolute average
error of only 2 kJ/mol CO2 (4%) relative to experiment. This
improvement in energetics is accompanied by a slight decrease
in the accuracy of geometries, as the revPBE functional
overestimates the metal−CO2 bond length by about 10%. Our
results are in good agreement with a nearly simultaneous study
of CO2 adsorption in Mg/DOBDC, which compared several
vdW density functionals.83 The identification of an efficient
vdW density functional capable of accurately predicting the
thermodynamics of CO2 adsorption will facilitate computa-
tional screening for optimal carbon capture materials.

■ COMPUTATIONAL BACKGROUND
DFT-D2 Method. The DFT-D243 method, similar to its

successor DFT-D1,42 adds a dispersion contribution, Edisp, to
the conventional Kohn−Sham DFT energy, EKS−DFT, to give a
dispersion-corrected total energy:

= +‐ ‐E E EDFT D2 KS DFT disp (1)

The form of Edisp is given by:

∑=
<

E s
C
R

f R( )
i j

ij

ij
ijdisp 6

6
6 dmp

(2)

where fdmp(Rij) = 1/(1 + e−d(Rij/R0
ij

−1), C6
ij = (C6

i C6
j )1/2, and R0

ij =
R0
i + R0

j . Here, C6
i is the atomic dispersion coefficient, which is

determined from DFT-PBE084 calculations of atomic ionization
potentials (Ip) and static dipole polarizabilities (α) through the
empirical relation C6 = 0.05NIpα. N assumes values of 2, 10, 18,
36, and 54 for atoms from rows 1−5 of the periodic table. The
factors 0.05 and N are chosen to reproduce the experimental
binding energies and bond distances of rare gas dimers (Ne−
Xe) and some weakly interacting complexes.43 s6 is a global
scaling factor, which depends upon the specific density
functional employed, R0

i is the van der Waals radius of the
ith atom (computed as before42 but with a scaling factor 1.10),
d determines the steepness of the damping function, and Rij is
the interatomic distance between atoms i and j. fdmp is a
damping function used to avoid singularities at small Rij and to
minimize dispersion contributions from interactions within
typical (i.e., covalent) bonding distances. Our DFT-D2
calculations employ the PBE-GGA85 functional and therefore
follow the convention of using s6 = 0.75 and a damping
parameter d = 20.43 The atomic dispersion coefficient and van
der Waals radii are set to default values, which are summarized
in the Supporting Information (Table 4). The maximum range
of the dispersion interaction Edisp is set to 30 Å.
vdW-DF Method. The vdW-DF methods take as their

starting point the adiabatic-connection fluctuation−dissipation
(ACFD) theorem86 and plasmon-pole approximation for the
response of electron density. In this method,45 the correlation
energy is divided into local and nonlocal parts, Ec = Ec

0 + Ec
nl,

with the total exchange-correlation energy given by:

= + +E E E Exc x
GGA

c
0

c
nl

(3)

Here, Ex
GGA is GGA exchange energy, and the local part of the

correlation energy, Ec
0, is treated with the LDA. (The sum of the

first two terms in eq 3, plus the GGA correlation energy, Ec
GGA,

give rise to the standard DFT-GGA exchange-correlation
energy, EKS‑DFT.) The nonlocal component, Ec

nl, accounts for
long-ranged electron correlation effects responsible for van der

Waals interactions and is evaluated using a double integral over
electron densities (r) at two different locations, r and r′:

∫ ∫ ρ ρ= Φ ′ ′ ′E r r r r r r
1
2

( ) ( , ) ( )d dc
nl

(4)

Here, Φ(r, r′) is a nonlocal kernel, which is a function of the
charge density, its gradient at r and r′, and |r − r′|. Evaluation of
eq 4 can be expedited by tabulating Φ(r, r′) in terms of r and r′
in advance. Additional information can be found in ref 45.
As mentioned in the Introduction, in this study we consider

the following vdW-DFs: revPBE-vdW, which is the “original”
vdW-DF introduced in ref 45, and the four variants introduced
by Klimes and co-workers,66,67 optB86b, optB88, optPBE, and
Lee et al.,68 rPW86. The latter four functionals differ from the
revPBE-vdW in their choice of the exchange energy, Ex

GGA,
corresponding to the first term on the right-hand side of eq 3.

■ COMPUTATIONAL DETAILS
First principles DFT calculations were performed using the
VASP code.87 The projector-augmented-wave (PAW) meth-
od88 was used to describe interactions between core and
valence electrons. Spin polarized calculations were performed
for those MOFs containing transition metals (i.e., Co, Ni, Cu).
The plane-wave cutoff energy was set to 500 eV.
As previously mentioned, our calculations are aimed at

evaluating the heat of adsorption (ΔH) of CO2 in four MOFs
containing coordinatively unsaturated metal sites (CUS). Three
of the MOFs are isostructural variants of M/DOBDC,20,69−72

where M = Ni, Mg, Co, with the fourth being Cu-HKUST-1.73

The atomic structures of Ni/DOBDC and HKUST-1 were
obtained from published literature data;69,73 initial structures
for Mg and Co/DOBDC were created by substituting Mg and
Co for Ni in Ni/DOBDC. The primitive unit cells of DOBDC
and HKUST-1 contain 54 and 156 atoms with 6 and 12 open
metal sites, respectively. MOF structures containing adsorbed
CO2 were constructed from diffraction measurements31,79 on
Ni/DOBDC and HKUST-1. These measurements exhibit one
CO2 adsorption site per CUS metal.31,79 Similar to what was
done for the bare MOF structures, metal substitution was used
to generate initial geometries for Mg and Co/DOBDC
containing adsorbed CO2. Including adsorbed CO2 molecules,
the primitive cells used in our calculations contained 72 atoms
in the case of M/DOBDC-based systems, and 192 atoms for
HKUST-1-based systems. All calculations on DOBDC-based
compounds employed space group R3 ̅ (No. 148); for HKUST-
1, groups Fm3̅ (No. 202) and Fm3m̅ (No. 225) were used,
respectively, for supercells with and without CO2.
The energy of adsorption per CO2 molecule was calculated

using eight different forms for the energy functional. These
include the Ceperley-Alder LDA,89 PBE GGA,90 Grimme’s
DFT-D2 method,43 and five vdW-DFs in which the exchange-
correlation energy is given by one of optB86b-vdW,67 optB88-
vdW,66 optPBE-vdW,66 revPBE-vdW,45 and the modified
PW86 functional, referred to as rPW86-vdW.68,91 Adsorption
energies ΔE were calculated using the following expression:

Δ = − −+E
n

E E nE
1

( )MOF CO MOF CO2 2 (5)

where, Ex is, respectively, the total energy of the CO2-
containing MOF, the MOF itself, and a CO2 molecule. The
number of adsorbed CO2 molecules contained in the MOF unit
cell is given by n. The energy of an isolated CO2 molecule was
evaluated using a supercell of dimension 10 × 11 × 12 Å. The
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bond length of free CO2 was calculated to be 1.168 Å in the
LDA, and ranged from 1.174 to 1.179 Å in the GGA and the
GGA-based DFT-D2 or DF-vdW methods. In comparison, the
experimental bond length is 1.161 Å.92

k-point convergence testing was performed on the Mg/
DOBDC and HKUST-1 supercells using mesh densities of 1 ×
1 × 1, 2 × 2 × 2, and 3 × 3 × 3. The variation of CO2 binding
energies (ΔE) at 0 K with respect to k-point sampling density is

shown in the Supporting Information (Table 5). We find that a
k-point mesh of 1 × 1 × 1 is sufficient to converge CO2 binding
energies to within 0.3 and <0.1 kJ/mol, respectively, for Mg/
DOBDC and HKUST-1. Hence, all calculations employ a 1 × 1
× 1 (Γ-point only) mesh.
The structures of the four empty MOFs and their respective

CO2-containing variants were initially optimized by relaxing the
unit cell lattice parameters and atomic positions using the LDA

Table 1. Comparison of Calculated CO2 Adsorption Energies (in kJ/mol CO2) with Experimental Dataa

system method ΔE ΔEvdW ΔEZPE ΔETE ΔH % error ΔH from experiments

Mg/DOBDC LDA −52.3 2.4 −1.3 −51.2 15.8 −44.2 ± 4.6 (47,20 47,74 39,7543,76 39,76 42.8,77 51.678)
PBE −22.0 1.9 −0.1 −20.2 −54.3
DFT-D2 −43.4 −21.4 2.2 1.5 −39.7 −10.2
optB86b-vdW −56.2 −34.2 2.1 0.2 −53.9 21.9
optB88-vdW −55.5 −33.5 2.6 0.1 −52.8 19.5
optPBE-vdW −58.7 −36.7 2.1 −0.6 −57.2 29.4
revPBE-vdW −50.9 −28.9 2.1 1.5 −47.3 7.0
rPW86-vdW −48.2 −26.2 2.1 −0.1 −46.2 4.5
revPBE-vdWc −51.5
B3LYP+D*30 −41.5 −23.3 2.1 1.6 −37.9 −14.3
MP2:B3LYP+D*30 −46.3 −42.7 −3.4
LDA31 −51.2
PBE31 −20.2

Ni/DOBDC LDA −39.6 ± 1.5 (41,20 38,76 38,76 41.1,78 4079)
PBE −12.0 1.8 1.4 −8.8 −77.8
DFT-D2 −34.8 −22.8 2.9 1.3 −30.6 −22.7
optB86b-vdW −48.6 −36.6 2.4 0.6 −45.6 15.2
optB88-vdW −47.9 −35.9 3.0 1.8 −43.1 8.8
optPBE-vdW −49.8 −37.8 2.5 0.7 −46.6 17.7
revPBE-vdW −41.3 −29.3 1.7 1.8 −37.8 −4.5
rPW86-vdW −39.1 −27.1 3.1 1.5 −34.5 −12.9
revPBE-vdWc −42.6
B3LYP+D*30 −38.9 −26.9 2.0 1.4 −35.5
MP2:B3LYP+D*30 −43.9 −40.5

Co/DOBDC LDA −39.4 2.0 0.8 −36.6 2.5 −35.7 ± 1.9 (37,20 34.378)
PBE −9.6 1.4 −0.1 −8.3 −76.8
DFT-D2 −31.1 −21.5 1.7 0.4 −29.0 −18.8
optB86b-vdW −43.9 −34.3 1.7 1.8 −40.4 13.2
optB88-vdW −43.6 −34.0 2.0 1.7 −39.9 11.8
optPBE-vdW −46.0 −36.4 1.6 0.7 −43.7 22.4
revPBE-vdW −39.3 −29.7 1.6 0.5 −37.2 4.2
rPW86-vdW −36.2 −26.6 1.8 1.9 −32.5 −9.0
revPBE-vdWc −40.0

Cu-HKUST-1 LDA −31.5 1.7 −0.8 −30.6 29.1 −23.7 ± 8.2 (35,80 25,80 30,81 27.5,78 21.5,78 12.1,82 14.682)
PBE −8.9 2.7 −3.2 −9.4 −60.3
DFT-D2 −22.5 −13.6 4.8b −0.8b −18.5 −21.9
optB86b-vdW −29.4 −20.5 4.8b −0.8b −25.4 7.2
optPBE-vdW −31.7 −22.8 4.8b −0.8b −27.7 16.9
revPBE-vdW −27.3 −18.4 4.8b −0.8b −23.3 −1.7
rPW86-vdW −25.5 −16.6 4.8b −0.8b −21.5 −9.3
revPBE-vdWc −27.1
DFT/CC104 −31.5
LDA31 −32.7
PBE31 −7.3

aΔE refers to the static 0 K adsorption energy, which omits zero point energies (ΔEZPE), and thermal contributions to the enthalpy (ΔETE). ΔH is
the adsorption enthalpy at T = 300 K. ΔEvdW is defined as the difference in static 0 K adsorption energies between dispersion-corrected and
conventional PBE-GGA-based density functional methods. Adsorption enthalpies measured by several experiments at low CO2 coverages, and their
average and standard deviation, are summarized in the last column. “% Error” refers to the error of the calculated ΔH value with respect to the
average experimental ΔH. Data for Ni/DOBDC within the LDA and for Cu-HKUST-1 within optB88-vdW are not reported due to difficulties
associated with converging to the ground-state magnetic configuration. bZPE and TE contributions for the vdW density functionals were evaluated
using DFT-D2. cIn this calculation, revPBE-vdW was used to relax cell parameters and ionic positions. In all other calculations, the lattice constants
adopt the PBE-GGA values.

The Journal of Physical Chemistry C Article

dx.doi.org/10.1021/jp3051164 | J. Phys. Chem. C 2012, 116, 16957−1696816960



or PBE-GGA. To assess the impact of van der Waals
contributions on geometries, structure optimizations were
also performed using the revPBE-vdW. The optimized lattice
parameters for these MOFs and their corresponding MOF
+CO2 systems are given in the Supporting Information (Table
6), and are compared to experimental data. In general, the
agreement between the predicted and measured lattice
constants is very good. Consistent with prior reports, the
average LDA lattice constants are slightly smaller than the
experimental values, while the PBE-GGA and revPBE-vdW
predictions are slightly larger. As the difference between the
PBE-GGA and revPBE-vdW lattice constants is small, 1−2%,
structural differences between functionals result in negligible
changes to adsorption energies on the order of 1 kJ/mol CO2.
(See Table 1 for a comparison of revPBE-vdW adsorption
energies calculated with the PBE-GGA and revPBE-vdW lattice
constants.) Consequently, the relaxed PBE-GGA lattice
constants were used in subsequent adsorption energy
calculations employing the DFT-D2 and vdW-DF methods.
In the latter cases, the atomic coordinates were reoptimized by
minimizing atomic forces to a tolerance of less than 0.01 eV Å.
Regarding the impact of CO2 adsorption on MOF volume,
neutron diffraction experiments by Queen et al.93 found that
the volume of Mg/DOBDC varied by less than 0.4% upon
adsorption of 1 CO2 per Mg site. Similarly, computed cell
volumes for all functionals change by a negligible amount upon
CO2 adsorption, Supporting Information Table 6.
The ground-state magnetic configuration and corresponding

magnetic moments were determined for the relaxed MOFs with
and without adsorbed CO2. The presence of adsorbed CO2 was
found to have a negligible effect on magnetic properties. In the
case of Co and Ni/DOBDC, a ferromagnetic ground state was

observed with respective magnetic moments of ∼3 and ∼2 μB
per metal atom. On the other hand, Cu spins in HKUST-1
adopt an antiferromagnetic configuration with a moment of
0.55 μB.
The initial binding energies (ΔE) obtained by our

calculations are static, 0 K energies and do not include zero
point (EZPE) and thermal energy (ETE, T = 0 → 300 K)
contributions. To compare with experimental measurements of
CO2 adsorption enthalpies at room temperature, finite-
temperature enthalpic contributions were calculated within
the harmonic approximation.94,95 Normal-mode vibrational
frequencies were determined for the relaxed DFT-D2 and
vdW-DF structures using the so-called direct method.96 For
supercells containing MOFs or MOFs with adsorbed CO2,
thermal energy contributions arise only from vibrational
contributions. Thus, the enthalpy of a MOF or MOF+CO2
supercell can be written as:

= + +H E E E0MOF
ZPE TE (6)

where E0 is the static total energy, EZPE = ∑iℏωi/2, ETE is the
thermal energy due to vibrational contributions, ETE = ∑iℏωi/
[exp(ℏωi/kBT) − 1], kB is the Boltzmann constant, and ωi is
the vibrational frequency for the ith normal mode. In contrast,
the enthalpy of gas-phase CO2 is given by an identical
expression plus an additional contribution of 7/2 kBT arising
from translational, rotational, and PV degrees of freedom.
Replacing E by EZPE and ETE on the right-hand side of eq 5
allows for the isolation of ZPE (ΔEZPE) and thermal energy
contributions (ΔETE) to the adsorption energy. Taking into
account the ZPE and TE, the adsorption enthalpy is calculated
as ΔH = ΔE + ΔEZPE + ΔETE. We set T = 300 K in all of our
calculations. Finally, we define the static dispersion energy

Table 2. Heats of CO2 Adsorption as a Function of Temperature, Pressure, and Loading As Measured by Various Experiments
in the Literaturea

loading

system ΔH (kJ/mol) temperature (K) pressure (kPa) wt % (mol CO2)/(kg MOF) (no. CO2)/metal site method for ΔH calculation

Mg/DOBDC −47 273, 296 ∼0 0.50 0.11 0.01 Toth, Clausius−Clapeyron20

−47 232−303 NR NR Langmuir, van’t Hoff74

−43 278−298 1−4 18.13 4.12 0.50 from isotherm76

−39 278−298 3−8 24.30 5.52 0.67 from isotherm76

−42.8 278−318 0−107 NR Sip model77

−73 278−318 ∼0 0.88 0.20 0.02 Langmuir, Clausius−Clapeyron77

−51.6 311 10 21.70 4.93 0.60 Toth, van’t Hoff78

−39 273−298 NR NR virial-type expansion75

Ni/DOBDC −41 273, 296 ∼0 0.50 0.11 0.02 Toth, Clausius−Clapeyron20

−38 278−298 2−7 14.13 3.21 0.50 from isotherm76

−38 278−298 4−9 18.93 4.30 0.67 from isotherm76

−41.1 311 10 13.11 2.98 0.46 Toth, van’t Hoff78

−40 303−353 ∼8 7.00 1.59 0.25 TSA (isosteric method)79

Co/DOBDC −37 273, 296 ∼0 0.50 0.11 0.02 Toth, Clausius−Clapeyron20

−34.3 311 10 7.92 1.80 0.28 Toth, van’t Hoff78

Cu-HKUST-1 −35 120−290 NR 0.44 0.10 0.02 SIM80

−25 120−290 NR 23.77 5.40 1.09 SIM80

−30 298−378 NR NR PSA (DTA)81

−27.5 311 10 1.76 0.40 0.08 Toth, van’t Hoff78

−21.5 311 10 1.85 0.42 0.08 Toth, van’t Hoff78

−12.1 300 0.2−133 NR Langmuir82

−14.6 300 ∼0 NR TAP82

aCO2 loading is expressed in three forms: weight percent (wt %)(g CO2)/(g MOF) × 100; (mol CO2)/(kg MOF); and number of CO2 molecules
per metal site within the MOF. NR, not reported; PSA, pressure swing adsorption; TSA, temperature swing adsorption; SIM, sorption isosteric
method; DTA, differential thermal analysis; TAP, temporal analysis of products.
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contribution arising from use of vdW-corrected density
functionals as ΔEvdW. This contribution is calculated relative
to the static PBE-GGA binding energy such that ΔEvdW =
ΔEvdW‑DFT − ΔEPBE.

■ RESULTS AND DISCUSSION
Adsorption Energies. Calculated CO2 adsorption energies

(ΔE) and enthalpies (ΔH) in M/DOBDC (M = Mg, Ni, Co)
and Cu-HKUST-1 across all eight examined functionals are
reported in Table 1. We adopt a sign convention in which
negative energies/enthalpies correspond to an exothermic
adsorption interaction. The calculated values are compared to
adsorption data from 21 experimental measurements culled
from the recent literature.20,74−76,78,80−82 The MOFs examined
in this study were chosen on the basis of the existence of at
least two independent and consistent experimental measure-
ments of the CO2 adsorption enthalpy. Because our
calculations model the low coverage regime of one CO2 per
metal site, we have selected experimental data at low CO2
partial pressures, typically less than 10 kPa. A comprehensive
listing of the details for each experiment, including temperature,
pressure, loading, and methods used, is given in Table 2.
Experimental data (e.g., −73 kJ/mol for Mg/DOBDC)77 that
differed significantly from the majority of other measurements
were excluded. However, even with the exclusion of out-lying
data, in cases such as HKUST-1 there remains a large spread in
the experimental data. For this MOF, we identified seven
enthalpy measurements, ranging from 12.1 to 35 kJ/mol.
Presumably, the variation can be attributed to differences in
sample handling, postsynthesis activation processes (i.e.,
cleanness of the MOF),20,77 and numerical uncertainties
associated with the isotherm fitting technique used to extract
ΔH.82,97,98 Because it is not obvious which data are most
reliable, we compare the calculated enthalpies against the mean
experimental ΔH for CO2 adsorption in each MOF, which is

given in bold type in Table 1. (The standard deviation of the
experimental data is reported as “±” in Table 1 and with error
bars in Figure 1.)

Conventional LDA and GGA Functionals. We first turn
to results obtained using the conventional LDA and PBE-GGA
functionals. As previously mentioned, these functionals do not
account for long-ranged electron correlation effects such as
vdW interactions. Consequently, we expect limited agreement
with experimental data in environments where these
interactions are important. This expectation is largely
confirmed based on the static 0 K binding energy data (ΔE)
in Table 1, which shows that the LDA and GGA systematically
overbind (ca. 10−32%) and underbind CO2 (<50%),
respectively, in all four MOFs as compared to the experimental
energies. Similar over- and underestimates between LDA and
GGA have been reported for a range of other properties such as
lattice parameters, bulk moduli, and atomization ener-
gies.67,99−102 A distinction between the LDA and PBE-GGA
is evident in their ability to reproduce the experimental trend in
ΔH across the four MOFs: ΔHMg/DOBDC > ΔHNi/DOBDC >
ΔHCo/DOBDC > ΔHCu‑HKUST‑1. Whereas the LDA correctly
captures this trend, the PBE-GGA is only partially successful in
the regard as it predicts ΔHCu‑HKUST‑1 to be more exothermic
than ΔHNi/DOBDC and ΔHCo/DOBDC. Figure 1 provides a
graphical depiction of the calculated adsorption energies and
their comparison with experiments. Here, the height of the
white and black bars represents the GGA and LDA ΔH values,
respectively. The dashed portion at the top of each bar
indicates the magnitude of zero point and thermal energy
contributions. (In the case of Ni/DOBDC, we do not report
energetics for the LDA functional due to difficulties in
achieving convergence to the magnetic ground state.)
Our LDA and GGA binding energies are in good agreement

with previous DFT calculations by Wu et al.31 on Mg/DOBDC
and Cu-HKUST-1. In the case of Mg/DOBDC, we find LDA

Figure 1. CO2 adsorption energies in M/DOBDC (M = Mg, Ni, Co) and HKUST-1 calculated using standard density functional methods (LDA
and GGA), the semiempirical DFT-D2 method of Grimme, and five nonempirical GGA-based vdW density functionals. The black, white, and gray
columns depict adsorption enthalpies (ΔH) calculated with LDA, PBE-GGA, and vdW DFT methods, respectively. (Gray/black cross-hatching is
used to highlight the revPBE-vdW functional, which yields the best agreement with experimental data.) The total column height represents the 0 K
static binding energy, and the dashed segment at the top indicates the sum of zero point (ZPE) and thermal energy (TE) contributions at T = 300 K.
The average experimental ΔH is given as a horizontal line; the standard deviation in the experimental data is given by a dashed box. * ZPE+TE
contribution for Cu-HKUST-1 in the PBE-GGA sum to −0.5 kJ/mol.
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(GGA) values of 52.3 (22.0) kJ/mol, while for Cu-HKUST-1
we find 31.5 (8.9) kJ/mol (see Table 1). Similarly, Wu et al.
found LDA (PBE-GGA) values of 51.2 (20.2) kJ/mol for Mg/
DOBDC, and 32.7 (7.3) kJ/mol for Cu-HKUST-1.
Because zero point and thermal energy contributions

generally result in a more endothermic CO2−MOF interaction
(see Table 1), their inclusion in the underbound GGA data
worsens agreement with experiment. On the other hand, these
contributions have the opposite effect on the (overbound)
LDA energies, improving agreement with experimental
enthalpies to within approximately 15%. As we describe
below, additional improvements are possible with functionals
that account for vdW interactions.
Semiempirical DFT-D2 Method. We next examine the

performance of the semiempirical DFT-D2 functional,42,43

which was used in conjunction with the PBE-GGA. Our
calculated dispersion-corrected adsorption energies (ΔE) and
enthalpies (ΔH) are summarized in Table 1. In Figure 1
binding energies at 0 K are represented by the combined height
of the gray columns and the dashed caps at top. In all of the
MOFs examined, the dispersion contribution (ΔEvdW) is
significant, ranging from −13.6 kJ/mol in HKUST-1 to −22.8
kJ/mol in Ni/DOBDC. (The value of Edisp is roughly constant
at −22 kJ/mol across the entire M/DOBDC series.) As a
consequence of the large size of Edisp, the use of DFT-D2
results in a significant improvement in CO2 adsorption
enthalpies as compared to the underbound PBE-GGA. For
example, in Mg/DOBDC, ΔH decreases from −20.2 kJ/mol
(GGA) to −39.7 kJ/mol (DFT-D2), substantially improving
agreement with the experimental value of −44.2 kJ/mol. This is
similar to the value of −37.9 kJ/mol obtained with the B3LYP
+D* functional.30,74

Factoring in zero point and thermal energy contributions, on
average the DFT-D2 adsorption enthalpies are about 18% too
endothermic as compared to the average experimental
enthalpies. Nevertheless, the experimental trends in ΔH across
the MOFs are correctly reproduced by this method. Given that
the LDA already overbinds CO2 in these MOFs, and that most
efforts aimed at including vdW interactions into DFT focus on
GGA-based functionals, we did not conduct LDA-based DFT-
D2 calculations. (Presumably such an approach would worsen
the overbinding behavior observed with the LDA alone.) We
emphasize that the present results were obtained using “off the
shelf” coefficients for the dispersion energy. We expect that
additional improvements in accuracy could be obtained by
optimization of the atomic dispersion coefficients. However,
given the promising results obtained with the vdW-DF’s
(described below), such an optimization was not attempted.
van der Waals Density Functionals. Table 1 and Figure 1

also report the energetics of CO2 adsorption predicted by the
five vdW density functionals: optB86b-vdW, optB88-vdW,
optPBE-vdW, rPW86-vdW (also known as vdW-DF2),66,67,91

and the original revPBE-vdW.45 As compared to DFT-D2, all of
the vdW-DF’s yield more exothermic vdW contributions, with
values ranging from −16.6 to −22.8 kJ/mol in HKUST-1 and
from −26.2 to −37.8 kJ/mol across the M/DOBDC series.
While a more exothermic interaction would offset the
underbinding observed in DFT-D2, in three of the five vdw-
DF’s the vdW contribution is so large that it results in
overbinding of CO2 with respect to experimental measure-
ments. This is the case for optB86b-vdW, optB88-vdW, and
optPBE-vdW, where inclusion of vibrational and thermal
contributions yields ΔH values that are, respectively, 21.9%,

19.5%, and 29.4% more exothermic than the average
experimental values for Mg/DOBDC. (In the case of
HKUST-1, we do not report energetics for the optB88-vdW
functional due to difficulties in achieving convergence to the
antiferromagnetic spin state.103)
In contrast to the overbinding observed for optB86b-vdW,

optB88-vdW, and optPBE-vdW, the ΔH values predicted by
revPBE-vdW and rPW86-vdW do not show a tendency for
systematic under- or overprediction of CO2 enthalpies. In
general, these two functionals yield the best agreement with the
experimental enthalpies. As shown in Table 1, the average error
in ΔH with respect to the experimental data across all four
MOFs is 8.9% for rPW86-vdW, and only 4.4% (∼2 kJ/mol) for
revPBE-vdW. To place these values in context, we note that the
standard deviation in the experimental ΔH values for the M/
DOBDC series is 6.8%. For HKUST-1, the experimental
uncertainty is much larger, 34.6%. Therefore, for the MOFs
examined here, the revPBE-vdW method is capable of
predicting adsorption thermodynamics with an accuracy
comparable to that of experimental measurements.
Regarding trends in the binding energies, we note that the

energies predicted by the vdW functionals across the different
MOFs can be rank-ordered as: optPBE > optB86b > optB88 >
revPBE > rPW86. That is, optPBE generally results in
overbinding of CO2, whereas rPW86 results in the weakest
binding. As previously mentioned, for the vdW functionals
considered here, the local and nonlocal correlation components
of the exchange-correlation energy (Ec

0 + Ec
nl) are identical.

Therefore, trends in the binding energies can be rationalized in
terms of short-ranged repulsion arising from the differing
functionals used for the exchange energy Ex

GGA.66,67,83 More
specifically, it has been shown that functionals having large
values of the exchange energy enhancement factor Fx(s) yield
weaker binding, and vice versa. (Fx appears in the expression for
the exchange energy density: εx(n,s) = εx

LDA(n)Fx(s), where εx
LDA

is the LDA exchange energy density and n is the charge
density.)
Figure 4 in the Supporting Information plots Fx as a function

of the reduced density gradient s. For Mg/DOBDC and Ca/
BTT, it has been shown that the distribution of reduced density
gradient values is peaked around s = 1. Assuming that the
distribution is similar in the present systems, Figure 4 in the
Supporting Information demonstrates that, with the exception
of optPBE, the magnitude of Fx for the various functionals at s =
1 closely follows the trend in their relative binding energies. In
the case of optPBE, the large overbinding can be explained by
its preponderance of PBE exchange, which is known to result in
attractive interactions in cases where it should not.66

Zero Point and Thermal Energy Contributions. In
concluding this section, we comment on the significance of zero
point energies (ΔEzpe) and thermal energy contributions
(ΔETE) to the adsorption enthalpy. As shown in 1, both
ΔEzpe and ΔETE are small in comparison to the vdW
contributions. Within the M/DOBDC series, ΔEzpe assumes a
relatively constant value of approximately 2−3 kJ/mol; ΔEzpe is
slightly larger, ∼5 kJ/mol, in HKUST-1. As ΔEzpe > 0 in all
cases, inclusion of ZPE contributions results in a more
endothermic CO2−MOF interaction. Calculated ΔETE con-
tributions are on average smaller (∼1 kJ/mol) than those for
ΔEzpe, and in some cases (e.g., HKUST-1) are negative.
(Because of the large unit cell of HKUST-1, phonon
calculations were only attempted using the LDA, GGA, and
DFT-D2 methods. ΔEzpe and ΔETE values from the DFT-D2
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calculation were then used to estimate these contributions for
the other vdW functionals.)
Inspection of the data in Table 1 and Figure 1 (dashed

columns) indicates that in all but one of the cases studied
(PBE-GGA for Cu-HKUST-1) the summed effect of ΔEzpe and
ΔETE is to shift MOF−CO2 interactions to be more
endothermic by about 2−4 kJ/mol. The small size and relative
constancy of these contributions allow us to draw two
conclusions: (1) Differences in accuracy between the different
vdW functionals arise primarily from differences in static
binding energies, ΔE, with vibrational contributions being less
important. (2) In systems having large unit cells, one may
approximate the room temperature enthalpy of adsorption ΔH
by adding an endothermic shift of ∼3 kJ/mol to the static
binding energy (ΔE) calculated using the revPBE-vdW method.
Prior calculations using the DFT-D2 method in conjunction
with the B3LYP functional found values of 2.1 and 1.6 kJ/mol
for ΔEzpe and ΔETE, respectively, in Mg/DOBDC.30,74

Comparable values of 2.0 (ΔEzpe) and 1.4 kJ/mol (ΔETE)
were also reported for Ni/DOBDC.30,74

Structure. In addition to comparing adsorption thermody-
namics across these systems, it is also instructive to characterize
how their equilibrium geometries differ as a function of the
energy functional employed. A typical optimized geometry for
CO2 adsorbed in Mg/DOBDC (obtained with the optB86b-
vdW functional) is shown in Figure 2. Qualitatively similar

geometries were obtained across all of the functionals examined
in this study. For example, we find that CO2 binds to the metal
site in an end-on fashion through one O atom irrespective of
the specific MOF examined or functional used. DFT studies by
Wu et al.31 and Valenzano et al.74 also revealed similar binding
geometries for CO2 to the metal site in Mg/DOBDC and
HKUST-1.
Calculated bond lengths and bond angles are compared to

experimental data for the Mg-, Ni-, and Cu-based MOFs from
neutron31,93 (for Mg/DOBDC and HKUST-1) and X-ray
diffraction79 (for Ni/DOBDC) experiments in Table 3. (To
our knowledge, experimental structure data for Co/DOBDC
have not been reported.) Tabulated properties include three
bond lengths and two bond angles, where M···O refers to the
bond length between the metal atom and closest oxygen in the
adsorbed CO2; C−O refers to the bond length between C and
O in CO2 involving the O farthest from the MOF metal site;
MO−C is the distance between C and O in CO2 involving the
O closest to the metal site; ∠O−C−O is the angle formed by
the O−C−O atoms within CO2; and ∠M−O−C is the angle
formed between the MOF metal site, its nearest-neighbor O
(from CO2), and the C atom within CO2.
For the LDA and GGA functionals, the predicted metal−

oxygen bond lengths M···O follow the trends observed for the
static binding energies. That is, the overbound LDA adsorption
energies ΔELDA result in shorter M···O bond lengths (∼−4%)
relative to the experimental data, while the underbound PBE
energies yield M···O values that are too large (3−8%). This
behavior is consistent with the notion that stronger CO2−MOF
interactions should result in shorter M···O distances. In
contrast, for the six vdW-based functionals, there is no clear
relationship between interaction strength and M···O distance.
In fact, all of the vdW-based methods overpredict the
experimental M···O bond length to varying degrees. Best
agreement with the experimental data is achieved for the
optB86b-vdW and optB88-vdW functionals (0.1−5% error),
which generally overpredict the enthalpy of CO2 adsorption.
On the other extreme, revPBE-vdW and rPW86-vdW yield the
largest errors in bond length (1.9−14.3%), despite having the
best agreement with experimental enthalpies. Predicted M···O
bond lengths for optPBE-vdW and DFT-D2 fall between these
two groups (0.8−8%). In an earlier study, Valenzano et al.74

calculated a M···O distance of 2.31 Å in Mg/DOBDC using the
B3LYP+D* method. This is identical to our PBE-DFT-D2
value.
The effect of CO2 loading upon the metal−oxygen length

was examined for Mg/DOBDC using the revPBE-vdW, and a
weak dependence was observed: M···O grows from 2.367 to
2.392 Å as the loading increases from 1/6 CO2/Mg to 1 CO2/
Mg. On the other hand, experiments by Queen et al.93 also
found a small change in M···O (∼0.09 Å, for coverages between
0.24 and 0.89 CO2/metal); however, in this case, M···O
contracts rather expands.
Regarding bond angles, we find that across all eight

functionals the computed metal−O−C angles ∠M−O−C are
overestimated as compared to experimental data by ∼18° and
∼3°, respectively, in Mg/DOBDC and Ni/DOBDC, and
underestimated by ∼6−7° in HKUST-1. An earlier study
reported similar values in Mg/DOBDC.74 The calculated
deviation of adsorbed CO2 from its linear geometry ∠O−C−O
is relatively small, ∼2−4°, and is largely independent of the
functional or choice of MOF. Our ∠O−C−O angles are similar
to the DFT values reported by Wu et al.:31 175.0° (LDA) and

Figure 2. Optimized structure for CO2 adsorbed on Mg/DOBDC as
calculated using the optB86b-vdW functional.
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178.0° (GGA) for Mg/DOBDC and 178.7° (LDA) and 179.0°
(GGA) for HKUST-1. These computational predictions differ
significantly from the experimental ∠O−C−O bond angle of
approximately (∼160°). Wu et al.31 suggested that the
disagreement could arise from the thermal excitation of low
energy CO2 rotational modes about the metal with a span
±10°. Such rotations would increase uncertainties in the
measurement of ∠O−C−O and ∠M−O−C.
We next turn to the C−O bond lengths within the adsorbed

CO2 molecule. In gas-phase CO2, the C−O bond length is
1.161 Å.92 Our calculations and experimental measurements
find that in the adsorbed state these distances differ from those
in free CO2,

31,79 presumably due to interactions with the MOF
metal site. In the case of experiments, the length of both C−O
bonds varies inversely with ΔH, ranging from about 1.12 Å in
Mg/DOBDC to more than 1.32 Å in HKUST-1. On the other
hand, calculations predict these distances to be relatively
independent of the MOF adsorbent, regardless of the
functional used. With the exception of the Ni− DOBDC

system, experiment and theory both predict the C−O bonds to
be of unequal length. The calculated C−O bond lengths
proximal to M are slightly elongated by ∼0.01 Å with respect to
the distal one in all DFT calculations. Consistent with our
findings, prior DFT31 and B3LYP+D*74 calculations also
predicted a slight (0.01−0.02 Å) elongation of the C−O
bond nearest the metal site. This result differs somewhat from
the experimental measurements, which find a slight contraction
of this bond length (relative to the C−O bond distal to M) in
Mg/DOBDC and HKUST-1.
Regarding structural trends across the MOFs, our

calculations predict a rough increase in bond length M···O
and a gradual expansion in CO2 bond angle ∠O−C−O starting
from Mg/DOBDC and progressing to Ni and Co/DOBDC,
and to Cu in HKUST-1. This trend follows the decreasing
strength of interaction between the MOF and CO2. Overall, we
find that the optB86b-vdW functional yields the best agreement
with the experimental geometries. On the other hand, the
revPBE-vdW functional, which was the most successful at

Table 3. Comparison of Calculated Bond Lengths (Å) and Angles (deg) for CO2-Containing MOFs with Experimental Dataa

M···O

system method value % error MO−C C−O ∠M−O−C ∠O−C−O

Mg/DOBDC LDA 2.184 −4.73 1.175 1.162 129.20 176.12
GGA 2.374 3.56 1.180 1.171 133.16 178.19
DFT-D2 2.311 0.81 1.181 1.170 130.28 177.04
optB86b-vdW 2.294 0.07 1.182 1.170 130.62 177.35
optB88-vdW 2.288 −0.20 1.180 1.168 130.94 177.37
optPBE-vdW 2.330 1.64 1.183 1.172 130.04 177.85
revPBE-vdW 2.392 4.34 1.184 1.174 130.95 178.35
rPW86-vdW 2.336 1.90 1.183 1.171 130.62 177.88
experiment31 2.283 (0.64) 1.119 1.122 112.78 160.50
experiment93 2.302 (0.89) 1.062 1.173 129.60 172.09

Ni/DOBDC GGA 2.471 7.90 1.18 1.173 127.09 178.86
DFT-D2 2.361 3.10 1.182 1.172 122.36 178.14
optB86b-vdW 2.326 1.57 1.183 1.171 121.27 178.27
optB88-vdW 2.340 2.18 1.181 1.170 121.53 178.26
optPBE-vdW 2.426 5.94 1.183 1.173 120.84 178.66
revPBE-vdW 2.617 14.28 1.183 1.176 120.29 179.02
rPW86-vdW 2.470 7.86 1.183 1.173 121.29 178.61
experiment79 2.29 1.21 1.21 117.00 162.00

Co/DOBDC LDA 2.274 1.176 1.164 118.02 177.63
GGA 2.665 1.179 1.174 126.09 179.12
DFT-D2 2.594 1.181 1.173 116.78 178.29
optB86b-vdW 2.513 1.182 1.173 118.06 178.43
optB88-vdW 2.522 1.180 1.171 117.68 178.38
optPBE-vdW 2.618 1.182 1.175 117.03 178.78
revPBE-vdW 2.812 1.183 1.177 115.95 179.05
rPW86-vdW 2.635 1.182 1.174 116.89 178.68

Cu-HKUST-1 LDA 2.330 −4.51 1.174 1.163 108.08 178.74
GGA 2.633 7.91 1.181 1.172 108.37 179.02
DFT-D2 2.637 8.07 1.181 1.172 108.30 179.03
optB86b-vdW 2.562 5.00 1.181 1.172 108.44 179.15
optPBE-vdW 2.635 7.99 1.182 1.173 108.78 180.00
revPBE-vdW 2.771 13.57 1.184 1.176 106.55 180.00
rPW86-vdW 2.684 10.00 1.182 1.173 107.83 179.22
experiment31 2.440 (1.07) 1.322 1.396 114.45 158.04

aM···O refers to the bond length between the metal atom and closest oxygen atom in adsorbed CO2; C−O refers to the bond length between C and
O in CO2 involving the oxygen farthest from the MOF metal site; MO−C is the distance between C and O in CO2 involving the O atom closest to
the metal site; ∠O−C−O is the angle formed by the atoms in a carbon dioxide molecule; and ∠M−O−C is the angle formed between the metal site,
its neighboring oxygen in CO2, and C in CO2. The experimental data are at 20 K except for Ni, which is at 100 K. Where available, the experimental
occupancy of CO2 per metal site is given in parentheses.
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reproducing adsorption enthalpies, exhibits the largest errors in
structural properties among the functionals benchmarked here.

■ CONCLUSION
Accurate computational methods are needed to predict the
capacity, selectivity, and efficiency of porous materials for
applications in gas capture and storage. Unfortunately, the most
efficient and widely used method for calculating molecule−
surface interactions, density functional theory, does not include
long-range van der Waals interactions. These interactions are
crucial for predicting thermodynamic properties in materials
envisioned for carbon capture applications.
Toward the goal of identifying efficient computational

schemes capable of predicting the performance of MOF-
based adsorbents, in this study we have benchmarked six van
der Waals density functionals (DFT-D2 and vdW-DF) with
respect to experimental enthalpies for CO2 adsorption in four
prototype metal organic frameworks: M/DOBDC (M = Mg,
Ni, Co) and Cu-HKUST-1. Prior studies have identified these
systems as promising materials due to their unsaturated metal
sites.
Regarding the conventional LDA and GGA functionals, we

find that these methods only partially capture thermodynamic
trends. Furthermore, they significantly overbind (LDA) and
underbind (GGA) CO2 with respect to the experimental
enthalpies. The addition of a semiempirical r−6 dispersion term
to the GGA exchange-correlation energy using “off the shelf”
DFT-D2 parameters results in a substantial improvement in
both the magnitude of the adsorption enthalpies and the ability
to capture trends across systems. However, on average this
approach still underbinds CO2 as compared to the experimental
data by ∼7 kJ/mol (18%). Better accuracy is obtained with
some of the nonempirical vdW density functionals, with the
revPBE-based functional of Dion et al. yielding an average error
of only ∼2 kJ/mol (4%) relative to experiment. This
improvement in energetics is accompanied by a slight decrease
in the accuracy of predicted structures, as the revPBE
overestimates the metal−CO2 bond length by about 10%.
Regarding the generality of our results, we note that the

present study is restricted to CO2 adsorption in MOFs having
coordinatively unsaturated metal sites. Nevertheless, the
systems considered exhibit two different coordination geo-
metries for the metal sites, and have ion identities spanning the
alkaline earth metals (Mg), as well as transition metals having
partial (Ni, Co) and full d shells (Cu). Consequently, our
results appear to be independent of the choice of metal ion.
Further study is needed to examine the performance of these
functionals for adsorption of other molecules across the
broader class of MOF compounds. In this regard, the
availability of high-quality experimental data is also essential.
The efficiency and accuracy of the revPBE-vdW functional

suggests that density functional methods are viable for rapid
screening of potential CO2 adsorbents. The ability of such an
approach to address the large, periodic unit cells typical of
MOFs offers advantages over expensive, cluster-based quan-
tum-chemical methods.
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