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We explore the origin of the preference of Dark Energy Spectroscopic Instrument (DESI) Data Release 2
(DR2) baryon acoustic oscillation measurements and external data from cosmic microwave background
(CMB) and type la supernovae (SNIa) that dark energy behavior departs from that expected in the standard
cosmological model with vacuum energy (ACDM). In our analysis, we allow a flexible scaling of the
expansion rate with redshift that nevertheless allows reasonably tight constraints on the quantities of
interest, and adopt and validate a simple yet accurate compression of the CMB data that allows us to
constrain our phenomenological model of the expansion history. We find that data consistently show a
preference for a 3%-4% increase in the expansion rate at z ~ 0.7 relative to that predicted by the standard
ACDM model, in excellent agreement with results from the less flexible (w, w,) parametrization which
was used in previous analyses. Even though our model allows a departure from the best-fit ACDM model at
zero redshift, we find no evidence for such a signal. We also find no evidence (at greater than lo
significance) for a departure of the expansion rate from the ACDM predictions at higher redshifts for any of
the data combinations that we consider. Overall, our results strengthen the robustness of the findings using

the combination of DESI, CMB, and SNIa data to dark-energy modeling assumptions.
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I. INTRODUCTION

Recent constraints on dark energy [1,2] from the Dark
Energy Spectroscopic Instrument (DESI [3,4]) and external
data have provided a preference—though not yet firm
evidence—for dynamical dark energy. Adopting the popular
parametrization of the equation of state of dark energy
w(a) = wy + w,(1 —a) [5,6], where wy and w, are free
parameters and a is the scale factor, the analysis of DESI
data, combined with cosmic microwave background
(CMB) and type Ia supernovae (SNIa) favor values with
wy > —1 and w, < 0, and depart from the standard cosmo-
logical model with vacuum energy (wy = —1,w, = 0) atthe
statistical level between 2.7¢ and 4.2¢ [2].

One interesting feature implied by the combined analysis
of DESI and external data in the wyw,CDM model [1] and
some alternative parametrizations [7,8] is that dark energy
starts out “phantom” [with w(z) < —1] at high redshift, and
crosses into the w(z) > —1 regime at z < 1. This at face
value implies two anomalies not expected in the standard
ACDM model: 1) a dark energy density that increases
in time (in the phantom regime at higher redshifts), but
also 2) dark energy density that subsequently decreases in
time [in the w(z) > —1 regime]. Much has been written
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about these results, with the emphasis on alternative para-
metrizations of the dark energy sector that allow more
degrees of freedom [9-11], explorations of modified-
gravity fits to the data [12,13], relation to neutrino-mass
constraints [14,15] and other investigations [16-24]. These
studies generally confirmed the aforementioned physical
picture obtained in the simple (wg, w,) parametrization.
A key question here is whether there is really separate
evidence for either w(z) > —1 at lower redshifts or for
w(z) < —1 at higher redshifts—or for both. Unfortunately
most of the studies carried out thus are not equipped to
answer this question, as their rigid parametrizations impose
a coherence across redshift and may not have enough
probing power to detect statistically significant preferen-
ces in the data. For instance, in the (wy,w,) model, a
preference by data for w(z) > —1 at low redshift, combined
with the general preference to return to the ACDM value
(w(z) ~—1) at z~1 in order to fit, e.g., the distance to
recombination, guarantees a preference for phantom dark
energy at z 2 1 just because of the stiffness of the para-
metrization. Richer descriptions of the dark-energy sector,
including a binned description of the equation of state,
are possible, but suffer from large parameter-space degen-
eracies, and consequently poor constraints. Another, very
different, approach discussed in the community was
removing individual data points (in, e.g., DESI’s measured
distances) and seeing how the constraints change, but this is
a very inefficient way to understand what the data are really
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telling us, and specifically where the preference for
dynamical energy is coming from.

Our goal here is to identify precisely what features in the
data are responsible for the preference for dynamical dark
energy seen by DESI and external data. To that effect, we
choose to consider a piecewise-constant parametrization of
the expansion rate H(z). This approach has several advan-
tages: 1) like the equation of state w(z), it too directly
propagates into the different kinds of distances probed by
DESI data, and communicates the effects of dark energy to
SNIa and CMB observables (see the next section for details);
2) unlike any smooth equation-of-state description, direct
parametrization of H(z) allows rapid changes in the expan-
sion rate, which is especially useful in understanding
preferences shown by the data at low redshift, and 3) despite
its flexibility, a binned H (z) prescription does not suffer from
large degeneracies and allows us to constrain all model
parameters, and the derived distances, to a reasonably good
precision. We are reluctant to follow a tiresome and inaccu-
rate tradition and call this method “model independent,” but
the built-in variation of the expansion rate in multiple redshift
bins is the key feature that allows us to understand how
different redshift ranges contribute to the results.

II. MODEL AND ANALYSIS METHODOLOGY

We consider a model that modifies the standard Hubble
parameter by incorporating perturbative parameters,
allowing us to explore deviations from the standard
ACDM framework across multiple redshift bins. We refer
to this model as the modified-H model; it is given by

H(z) = HEPME(Z)(1 + ), (1)

where HE“PM is the Hubble constant in the standard
ACDM model and «; are the parameters of the model
whose nonzero values allow departures from ACDM. We
define each «; to be defined in one of the six redshift bins
which approximately' coincide with the six DESI DR2 bins
into which the Baryon Acoustic Oscillation (BAO) mea-
surements were compressed [1] (see their Table I). The
function E(z) is given in its standard ACDM form

E(2) = \/Qu(1 + 2 + Qu(1 +2)* + (1 - Qp — )

100\
Q= FLCOM (Qecgmh” + Q,h%), (2)
0

where the Hubble constant is in units of kms™! Mpc~!,
Q.qmh?* and Q, h? are the physical energy densities in cold

'Our binning is identical to that from DESI DR2 [2],
except that we extend the lowest bin, which was originally
0.1 <z <04, all the way down to z = 0 in order to allow the
Hubble parameter at z = 0 to vary independently of H5PM, as
well as to take into account the impact of SNIa data at z < 0.1.

TABLE L. Parameters used in our modified-H analysis and their
respective (flat) prior ranges. Note that H5“PM is only varied in
our ACDM analysis (which we run for comparison and where we
also vary Q,h? and Qg h?); it is fixed to the ACDM’s best value
in the modified-H analysis. See text for details. The redshift bins
for a parameters are defined in left-closed, right-open intervals.

Parameter Description Prior (flat)
Q h? Physical baryon density [0.005, 0.1]
Qe Physical CDM density [0.002, 0.20]
HEPM unmodified Hubble constant [20, 100]
a; 00<z<04 [-0.1,0.3]
ay 04<z7<06 [-0.1,0.15]
as 0.6<z<0.38 [-0.1,0.15]
ay 08<z<l.1 [-0.1,0.1]
as 1.1<z< 16 [-0.1,0.1]
Qg 1.6 <z<4.16 [-0.1,0.1]

dark matter and baryons respectively. Appendix C explains
how massive neutrinos contribute to radiation density g,
scaling as nonrelativistic matter at low redshifts and
becoming progressively more relativistic at high z. In
Egs. (1) and (2), we set H5PM to its best-fit value from
the standard ACDM analysis with the alpha parameters set
to zero, which is about 68 kms~! Mpc~!, the precise value
depending on the data combination used (see the next
Section). Moreover, note from Eq. (2) that €, is a derived
parameter in our analysis. The transverse and line-of-slight
comoving distances are, respectively,

z d7 c
D =c —_— =
M(Z) 0 H(Z/)

We assume that the model reverts to standard ACDM
at redshifts above the highest bin, at z > 4.16. No
such assumption has been made at low redshift, where
H(z=0) is allowed to differ from the ACDM value
HEPM even at z = 0. In particular, the Hubble constant
that enters the distances is H(z = 0) = HYPM(1 + a;),
which is in general different from the expansion rate that
converts from the physical density QA to matter density
relative to critical Q. [see again Eq. (2)]. This agrees
with our logic that both Q,h”> and ,, are set in the
early universe where the unmodified Hubble parameter
HEPME(z) is relevant.

With all that in mind, there are a total of eight parameters
in our analysis: the six alphas, and the physical baryon and
CDM densities Q4 and Q_4,,,#%, which control the sound
horizon as well as enter the lower-redshift distances as in
Eq. (1). These parameters and their respective priors in our
analysis are given in Table I.

We modify the standard cosmological code CAMB to
compute the background quantities like Hubble rate,
distances and supernova magnitudes in our modified-H
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model. To obtain the constraints on the cosmological
parameters of our model we use the Monte Carlo Markov
Chain (MCMC) sampler in Cobaya [25]. For our MCMC
chains, we use the default convergence criteria of the
Gelman and Rubin R statistic < 0.01. To calculate the
means, confidence intervals and likelihood distributions for
our model parameters, we use the GetDist [26] code with our
converged MCMC chains.

III. DATA

We use the following data:

DESI DR2 BAO. We use the measurements from the
DESI Data Release 2 BAO analysis (henceforth DESI DR2
BAO, or just DESI), and adopt the 13 distance measure-
ments, and their covariance, as quoted in Table IV of [2] and
validated in supporting DESI DR2 publications [27,28]. To
make our analysis as simple and as model independent as
possible, we do not use the additional information from the
full-shape clustering of DESI sources [29].

Compressed CMB data. Itis often very useful to compress
the CMB data to a few physically motivated quantities.
There are two fundamental reasons for this: first, such
compression allows analyses of purely phenomenological
models for which a theoretically expected CMB angular
power spectrum cannot be computed. And second, the
compression also allows a much faster evaluation of the
CMB likelihood than a full power-spectrum-based like-
lihood would. The compression is likely to accurately
capture information from dark-energy models that smoothly
affect the expansion and growth history.

Following a similar well-established approach (e.g.,
[30-36]), we compress the CMB into three physical
quantities: the “shift” parameter R [30] and the angular
location #,, which are defined as

R = 1003/ Q2 + Qunh? + @, 2Dy
fa:ﬂ'DM*/r*, (4)

as well as the physical baryon density Q4% Here D,,, and
r, are, respectively, the transverse comoving distance to,
and the sound horizon at, the surface of last scattering
evaluated at z, = 1090. Moreover, Q, ,h*(=>"m,/93.14)
describes the massive neutrino density; in this work, we
have fixed ) m, to 0.06 eV.

We use the combined likelihood from Planck and
Atacama Cosmology Telescope (ACT). Specifically, we
adopt the joint likelihood that makes use of the PR3 Planck
PLIK likelihood [37] and the Data Release 6 of ACT [38].2
The resulting compressed datavector is

>The likelihood is available
ACTCollaboration/act_dr6_lenslike.

from https://github.com/

R 1.7504
ver=| ¢, | = 30177 (5)
Q,h? 0.022371

and the covariance matrix between these three compressed
parameters is given by

1559.83 —1325.41 -36.45
Comp = 1078 x | —1325.41 714691.80 269.77 |. (6)
-36.45 269.77 2.10

We find an excellent fit not only for the ACDM model on
which this compression was derived, but also for the
wow,CDM model. We provide the details of this validation
in Appendix A.

Type la supernovae. Our principal SNIa dataset is the
Dark Energy Survey Year 5 Data Release (DESYS [39]). It
contains 1829 SNIla, of which 1635 are photometrically
classified objects in the redshift range 0.1 <z < 1.3,
complemented with 194 low-redshift SNIa in the range
0.025 < z < 0.1. We also consider two other SNIa datasets
(following the same logic in [1]): the Union3 compilation of
2087 SNIa [40], and the PantheonPlus compilation of 1550
spectroscopically confirmed SNIa in the redshift range
0.001 < z <226 [41], many (1363) in common with
Union3. In the PantheonPlus analysis, we also impose a
z > 0.01 condition to object selection in order to mitigate the
impact of peculiar velocities in the Hubble diagram [42]. In
all SNIa data combinations, we marginalize analytically
over the offset in the Hubble diagram M which is a nuisance
parameter in a cosmological SNIa analysis.

IV. RESULTS

The constraints on the six alpha parameters from the
DESI 4+ CMB + DESYS5 analysis, marginalized over the
baryon and CDM number densities and the Hubble constant,
are shown in Fig. 6 in Appendix B, while the corresponding
parameter constraints are shown in Table II. The same
Appendix also contains more information about our model
fitting.

Overall, we find that the modified-H model gives a
slightly better fit to the data than the (wg, w,) model—not
nearly better enough to indicate a preference for our more
complex model, but sufficiently so to indicate that the
model is a good fit to the data. Overall, the alpha parameters
are consistent with zero values predicted by ACDM, though
we observe a modest 2o deviation from zero in the third
alpha parameter.

A more detailed picture can be obtained by looking at the
derived constraints on the Hubble parameter and distances,
shown in Fig. 1 for the DESI+CMB+DESYS5 data combi-
nation. We show, from top to bottom, the derived Hubble
parameter; the corresponding constraints on the angular-
diameter, Hubble, and volume-averaged distance; and
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TABLE II. Constraints on the fundamental parameters of our
modified-H model in our fiducial analysis of DESI+CMB
+DESYS.

Parameter Constraint
HE™ (value adopted from ACDM fit) 68.24 (Fixed)
Q h? 0.02240 £ 0.00014
Qoamh® 0.1198 +0.0011
a —0.0005 + 0.0060
a 0.0097 £ 0.011
a3 0.033 £0.014
ay —0.0045 + 0.0095
as —-0.012 £ 0.012
ag —0.0138 + 0.0071

finally the constraint on the apparent magnitude of SNIa, all
as a function of redshift. In all cases, we show constraints
relative to their ACDM values computed with best-fit
parameters from our analysis (i.e., best-fit H5PM and
Q. effectively); the ACDM best-fit values are shown as
black dashed lines and centered respectively at either 1 or
zero.” Note the general agreement of the predictions from
our modified-H model with those from ACDM. The most
noticeable discrepancy between the two is a 3%—4%
“bump” in the expansion rate at z ~ 0.7, which integrates
to contribute to a trough in the distances as z 2 1.6.
Figure 2 focuses attention on the preferences in the
expansion rate provided by the DESI + CMB and DESI +
CMB + SNIa data in our modified-H model. Here, we
present the expansion rate relative to that of the best-fit
ACDM model for the combination of DESI DR2 BAO and
CMB alone, and also DESI and CMB combined with either
one of the three SNIa datasets: DESYS5, Union3, and
PantheonPlus (so the second panel of Fig. 2 has the same
information as the top panel in Fig. 1). We compare our
results with those from the (wg, w,) parametrization, shown
as the red contours in Fig. 2. The preferences from the
modified-H model show excellent overall agreement with
those from the (wy, w,) parametrization, both for the DESI
BAO + CMB combination and for the combinations that
include supernovae datasets (DESI BAO + CMB + SNIla):
both models show preference for the aforementioned
~3%—-5% bump in the expansion rate at z~0.5-0.7.

There is some ambiguity as to how to show SNIa data
compared to two theory models (ACDM and our modified-H
model), given that the Hubble-diagram residuals shown here
depend on the Hubble-diagram offset M which, however, has
already been marginalized over in the analysis. In the bottom
panel of Fig. 1, we choose to show the residuals of the best-fit
modified-H model relative to best-fit ACDM by including the
respective values of M which we compute by fitting data after
the best-fit cosmological parameters in the combined DESI +
CMB + SNIa analysis have been determined (and fixed). Sim-
ilarly, we show the data after subtracting the best-fit ACDM
magnitude and the corresponding M.
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FIG. 1. Constraints from our modified-H model, assuming

DESI + CMB + DESYS5 data. We show the constraints on the
expansion rate H(z) (top panel), followed (in panels that follow,
moving down) by the derived constraints on the angular-diameter
distance, Hubble distance, and volume-averaged distance all
divided by the sound horizon, and finally the apparent magnitude
of SNIa. All of the quantities are shown relative to their ACDM
values computed with best-fit parameters from our analysis. The
data points show the DESI DR2 BAO measurements, except in
the lowest panel where we show data from SNIa. See text for
more details, and in particular the explanation of how SNla
magnitude residuals were defined.

This bump is not particularly significant (being 2.6¢ for
the DESI BAO + CMB combination, and 2.6, 2.7¢, and
240, respectively, for combinations of DESI and CMB
with DESYS5, Union3, and PantheonPlus), but it impor-
tantly agrees with the same feature in (wg, w,) model which
does not have the flexibility to cleanly isolate this feature
but does have more statistical power due to having fewer
parameters. Further, both the modified-H and (wg,w,)
model show a very mild (~1o¢) preference for a lower-
than-Lambda H(z) at z 2 1.5.

The late-time increase in the expansion rate, if confirmed
by future data, would correspond to the corresponding
increase in the dark-energy density. Roughly speaking,
such an increase could be caused by a “thawing” scalar
field [43] that starts to evolve at late times (z < 1) and thus
has an equation of state w(z) > —1 and a correspondingly
higher density than that in vacuum energy. We do not
pursue comparisons with specific dark-energy models
further.

One particularly interesting and, to our knowledge, novel
result is that all four data combinations shown in Fig. 2
favor the model where H(z) agrees with the ACDM
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FIG. 2. More detailed view of the H(z) constraint relative to its
best-fit value in ACDM. We show constraints from DESI BAO
and CMB in the first panel (without supernovae), followed by the
constraints including one of the three SNIa datasets (DESYS5,
Union3, and PantheonPlus, respectively, in the second, third, and
fourth panels). In each case we show comparison with the
corresponding best-fit constraint that assumes the (wg, w,) model.

prediction (anchored at high redshift) even at very low
redshift, as z — 0. The (wg, w,) parametrization does not
allow such a variation, since H(z) is affected by a change in
w only at first order in z (and comoving distance at second
order) [44]; in other words, the value of H(z =0) is
completely determined by values of H5PM and Q
anchored at high redshift in both the ACDM and
wow,CDM models. In contrast, our parametrization allows
a more abrupt, zeroth-order redshift change in H(z). This in
principle allows the disagreement between H(z — 0) and
HPM in the modified-H model, which the data however
do not prefer. It is tantalizing to consider implications of
this internal concordance test for direct Hubble-constant
measurements that use the astronomical distance ladder, but
that will require an in-depth investigation that we leave for
near-future work.

Finally, we note that we have done internal checks by
changing the details of the binning. We found some
dependence of the Ay? values on the choice of the binning,
but overall results that are consistent with those pre-
sented here.

V. CONCLUSIONS

Our principal goal, with the flexible modeling of the
expansion history and dark-energy sector given in our
Eq. (1), was to give a somewhat more nuanced conclu-
sions on dark energy than constraints from simple para-
metrizations of the equation of state of dark energy.
Assuming the combination of DESI DR2 BAO, com-
pressed Planck and ACT, and SNIa data, we find results
remarkably consistent with those from the popular
(wp,w,) model. We observe a mild preference for the
~3%—4% “bump” in the expansion rate at z ~ 0.7 relative
to the fit of ACDM model to the same data, and a general
agreement with findings from ACDM at higher redshift.
Moreover, even though we allow variations in the expan-
sion rate at low redshift relative to H(z) anchored at high
redshift, we see no evidence for the departure from
ACDM model’s expectation as z — 0.

One might be tempted to criticize our modified-H model
as insufficiently “physical,” as it allows for sharp transitions
in the expansion rate. We think that our model’s flexibility,
especially one that goes beyond that of smooth w(z)
descriptions, is precisely its feature. Given the lack of
any compelling dark-energy models, it is essential to keep
an open mind regarding the description of the dark-energy
sector. That is what we have proceeded to do here.

Finally, we have also provided in Appendix A an
accurate compression of the CMB (Planck+ACT) data,
which should prove useful in constraining beyond-standard
models of dark energy.

It is becoming clear that a relatively low redshift range,
7 £ 0.8, is becoming very interesting to explore with future
and better data. This is where we (with the modified-H
model) and previous findings [with the (wg,w,) para-
metrization] consistently see hints of a preference for
dynamical dark energy, although this could certainly be
just a statistical fluctuation. This is also the redshift range
where we rely in good measure on data from SNla, which
are essential in predicting the behavior of dark energy at
z < 1. It is precisely at these relatively low redshifts where
additional BAO data will be extremely useful.
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Comparison of full CMB constraints to those from the compressed CMB datavector in the ACDM model (left panel) and

wow,CDM model (right panel). Black lines and filled contours show the constraint from the full Planck (2018) + ACT (DR6) chain,
while the red lines and open contours show the approximate constraints from our compressed data-vector. Note that the constraints in the
right panel are poor because we use CMB data alone in this figure, rather than in combination with the BAO.

APPENDIX A: VALIDATION
OF THE CMB COMPRESSION

Here we provide more details on the validation of our
compressed CMB datavector and its covariance shown in
Egs. (5) and (6).

We obtain the aforementioned compression by consid-
ering the joint likelihood that makes use of the PR3 Planck
PLIK likelihood [37] likelihood [45] and the Data Release 6
of ACT [38]. We next run the MCMC sampler Cobaya [25]
on these data. We compute the three-dimensional com-
pressed data-vector and its covariance by running Cobaya on
the ACDM model. Then, for our validation tests, we use the
actual ACDM constraints from the aforementioned analy-
sis, and also run Cobaya on the wyw,CDM model to get
constraints in that parameter space.

For our MCMC chains, we use the default convergence
criteria of Gelman and Rubin R statistic < 0.01. To calculate
the means, confidence intervals and likelihood distributions
for our model parameters, we use the GetDist [26] code with
our converged MCMC chains.

Figure 3 shows the comparison of the constraints from
the CMB and those derived from our compressed data-
vector in two cosmological models. In the left panel, we
show constraints in ACDM with the matter density relative
to critical €, and the Hubble constant H, as the only free
parameters. The agreement between the full Planck (2018)
+ACT (DR6) likelihood is excellent, though mostly by
construction since our compressed quantities are derived
from the ACDM MCMC analysis.

A much more convincing validation is obtained with a
comparison to another model on which the datavector was
not explicitly trained. We adopt the popular phenomeno-
logical model that models the equation of state of dark
energy as w(a) = wy + w,(1 — a), where a is the scale
factor and w, and w, are two free parameters. In the right
panel of Fig. 3 we compare constraints on the parameter
space (Qp,, wy,w,) from the full CMB chain and those
derived with our compressed datavector. The agreement is
now visually less good, especially in w,, but note that the
principal features of the CMB constraint in this very
degenerate parameter space are still reasonably well
recovered with the compressed analysis. This bodes well
for more realistic cosmological analyses when various
datasets will be combined with the CMB in parameter
spaces that would be very poorly determined by the
CMB alone.

To test this conjectured increased robustness with data of
increased constraining strength, we combine the same
CMB data [Planck (2018) + ACT (DR6)] with the BAO
data from the first year of Dark Energy Spectroscopic
Instrument (DESI Y1 BAO). The left panel of Fig. 4 shows

“We have explicitly checked that the performance of the
compression does not depend on whether we use the DESI
BAO data from Data Release 1 or Data Release 2; while we
updated the results in the body of this paper with DR2 data [1],
we show in these Appendixes the validation with DR1 which we
carried out in an earlier version of this paper.
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the expected good agreement between the exact and
approximate treatment in ACDM. The right panel, in turn,
shows encouraging results from a much less trivial com-
parison in the wow,CDM model (on which, recall,
the compression was not explicitly trained). We see an
excellent agreement between the combined DESI Y1

Il DESI| Y1 BAO+ CMB (Planck+ACT)
—— DESI Y1 BAO+Compressed CMB

029 030 031 0.32 67 68 69
Qn, Ho

BAO + CMB results, down to tracing subtle non-
Gaussianities in the 2D parameter posteriors.

The results just shown indicate that our compressed
datavector faithfully represents the CMB information in
cases when nonstandard models affect the expansion
history, as, e.g., in the wow,CDM model.

Il DESI Y1 BAO+ CMB (Planck+ACT)
—— DESI Y1 BAO+Compressed CMB
0 L 5/
g
-1t
0 L
£-1
_2 L
03 04 -1 0 2 -1 0
Qm Wo Wa

FIG. 4. Comparison of the combined CMB and DESI Y1 BAO constraints in the ACDM model (left panel) and the wyw,CDM model
(right panel) to those obtained when the CMB likelihood is replaced with the compressed datavector and its covariance. The blue lines
and filled contours show the constraints when we use the full Planck + ACT chains for the CMB, while the red lines and open contours

show the results with our compressed CMB datavector.

DESI Y1 BAO+
Il CMB (Planck+ACT)
—— Compressed CMB (Fixing z«)
—— Compressed CMB (w/o Fixing zx)

691
268
671
029 030 031 032 67 68 69
Qn Ho
FIG. 5.

DESI Y1 BAO+
Il CMB (Planck+ACT)
—— Compressed CMB (Fixing zx)
—— Compressed CMB (w/o Fixing z+)

03 04 -1 0 —2-10
Qm Wo Wa

Comparison of various CMB compression schemes combined with DESI Y1 BAO + constraints in the ACDM model (left)

and the wyw,CDM model (right). The blue filled contours and lines correspond to constraints using the full Planck + ACT CMB chains.
The red contours show the results using our compressed CMB data vector with z, fixed, while the green contours use the compressed

data vector without fixing z,.
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When computing the compressed CMB datavector and
covariance, we fixed the redshift z, (photon decoupling
surface) to 1090 to calculate the means and covariances
using the CAMB [46] software. It is natural to question the
validity of this assumption, as z, depends on the expansion
history, and hence on the dark-energy model [47]. To
address this issue, we recomputed the means and cova-
riances using CAMB without fixing z,. The derived quan-
tities, RSTAR and DAstar, were calculated directly from CAMB
and used to compute R and 7,. Figure 5 compares the
constraints obtained using the two approaches for both the
ACDM and wyw,CDM cases. Some references [48-50]
have suggested using the approximate expression for z,

—0.0005 + 0.0060

from Hu and Sugiyama [47] for the compressed CMB
likelihood. However, these expressions cannot be applied
to exotic models that affect the thermal history of the
universe. In such cases, our compression proves particu-
larly useful, as it only requires computing the background
quantities at z, = 1090 without any additional thermal
history calculations to correct z,.

APPENDIX B: CONSTRAINTS ON THE ALPHAS

Here we provide more detailed information about
the constraints on the alpha parameters defined in our
modified-H model [see Eq. (1)]. Figure 6 shows the

0.0097 +0.011
0.04f
. 0.02¢ (‘\\
S |
0.00 (8 g,
=0.02¢ o 0.033+0.014
0.08} {
PR L
$ 0.04} '\ | ( \\\
\\\ / A 4
0.00 . —0.0045 + 0.0095
o02f . 1 - ]
// \\ / \\ // \\
-9 ® @
] \ ‘u\ |
—0.02 oo+ e 1
0.012 +0.012
0.02} a | - T =
"9 @0 @
S \ A | ( |
-0.02} | 1 | ! \ -
0oi| O | 4 @
—0.04f : T : - 1/ \_—0.0138 0.0071
0.00} = Zo— = —
f’ \ - | ] A
S 002} N \ | | ] |
-0.02f B T LT /
w1 e \/ w1
0 0.00 0.03 0.00 0.05 0 ~0.03 0.01 ~0.01
ax a>r as (e 23 as ds

FIG. 6. Constraints on the six parameters that describe perturbations in the Hubble rate [see Eq. (1)], marginalized over the three
remaining parameters (4%, Q.qh’ and H%CDM). The contours represent the 68.3% and 95.4% credible regions, and the numbers
above each diagonal panel shows the projected mean and error in the corresponding alpha. The faint dashed lines are centered at fiducial

values in the ACDM model, which is zero for each of the alphas.
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constraints on the six alpha parameters, marginalized over
the three remaining parameters (Qyh?, Qg A and H5PM),
assuming DESI+CMB+DESYS5 data, while Table IT shows
the numerical constraints on all parameters. We see that
each of the six alphas is constrained reasonably well; the
errors range from 0.01 to 0.04, and this is how well the
fractional expansion rate is constrained in the respective
redshift bins. Note also that we iterated a little in selecting
our flat priors on the alphas in order to ensure that none of
the constraints hits the prior boundaries. Table II shows the
numerical constraints on all eight parameters of our model,
also assuming DESI+CMB+DESYS5 data. (For clarity
we do not show the constraints with the Union3 or
PantheonPlus SNIa datasets.)

We also comment on the calculation of Ay3;,p between
the maximum a posteriori (MAP) modified-H and ACDM
model. This calculation is complicated by the fact that the
MAP value for the modified-H model is challenging to
locate (standard packages such as IMINUIT fail to find the
minimum). We have instead computed these Ayz,,p values
from the chains, and some further tests indicate that these
numbers are reasonably accurate. In addition, we found that
the compressed CMB results give slightly different values of
Ayiiap €ven in cases [e.g., (wy, w,) model fits] where the
minimization can be carried out. To give an example for the
goodness of fit, a combination of DESI Y1 BAO, com-
pressed CMB, and Union3 data (which is also compressed),
altogether contain 37 measurements. For our fits with eight
free parameters, we expect yyap 0f29 £ v/2 x 29 > 29 + 8,
and we observe the best fit of DESI+CMB+Union3 data in
the modified-H model to be y3;,p = 31.

APPENDIX C: NEUTRINO DENSITY

We have accounted for the neutrino density using the
formalism developed in WMAP seven-year analysis [51]

3
Q,(a) = 0.2271Q,(a) Ny (%Z f(m,,’ia/T,/’o)). (C1)
i=1

Here N is the effective number of neutrino species (fixed
at a value 3.044 for this analysis), a is the scale factor, Q, is
the photon density and T, is the neutrnio temperature at
z=0 (a =1) given by

1 (C2)

4\ 1/3
TL/.O = <—> TCMB - 1945 K
The function f represents the Fermi-Dirac integral
given by

120 o x2\/x? + y?

10 =55 [T (©3)

To make the code more efficient, we have used the fitting
formula [51]

fO) =1+ (Ay)r)'re

where A ~0.3173 and p = 1.83.

For the case of two massless neutrinos and one massive
neutrino of mass m, = 0.06 eV, the term in the parenthesis
in Eq. (C1) simplifies to

(C4)

1

§ (2 + f(mua/Tv,O))' (CS)
Combining Eq. (C1) with the photon density, we can write
the total radiation density (including the contribution from
massive neutrinos) as

QR(a> = Q}'(a) + Q‘v(a) (C6)
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