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LSS tracers and their statistical probes

‣Clusters of galaxies
‣1-point function - cluster counts (dn/dlnM), sens to DE
‣2-pt function - sensitive to fNL

‣Galaxies: LRG, ELG, also quasars
‣2-point function: pretty well understood, easily measured
‣3-pt function: powerful, but issues in predicting bG(k, a, env)
‣also galaxy-CMB cross-correlation

‣Shear from WL:
‣2-point function: measurements systematics dominated
‣3-pt function: future; systematics a huge challenge
‣also gal-gal (γ-g), shear peaks, ....



Figure 6: The same as Figure 5, but with survey parameters for large-scale structure based on
BigBOSS.

The constraints on fNL(k) from a large-scale structure survey are quite sensitive to

the survey parameters. Unlike the constraints on fNL(k) from the CMB bispectrum, the

forecasted constraints from LSS are also sensitive to the choice made for the fiducial model

Projected errors �(f⇤
NL) and �(nfNL), and the corresponding pivots

Variable BigBOSS BigBOSS+Planck C`s Planck bispec BigBOSS+all Planck

�(f⇤
NL) 3.0 2.6 4.4 2.2

�(nfNL) 0.12 0.11 0.29 0.078

FoM(NG) 2.7 3.4 0.78 5.8

kpiv 0.33 0.35 0.080 0.24

Table 1: Forecasted constraints on f⇤
NL

and nfNL from BigBOSS, Planck, and combined data sets
for two fiducial values of f

NL

(k). Each column’s numbers are for the pivot in that column; thus the
errors in the two parameters are uncorrelated in each column. See text for survey specifications.

– 14 –

Forecasts for fNL(k)

area in fNL
*-nfNL plane

NB: The LSS forecasts are very uncertain, 
much more so than the CMB

Becker, Huterer & Kadota, 2012; see also 
Giannantonio et al, 2012
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fNL(k) forecasts

Becker, Huterer & Kadota 2012
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Halos of mass M probe 
NG on scale k∼M−1/3

CMB and LSS are very complementary

In general, LSS can probe:

ΔbNG ∝ {
•k−2 (local)
•k−1 (folded)
•k0 (equilateral)
•k−α (generic); 0≤α≤3

Shandera, Dalal & Huterer 2012



Dark Energy Survey Instrument (DESI)

•Huge spectroscopic survey on Mayall telescope (Arizona)
•~5000 fibres, ~15,000 sqdeg, ~20 million spectra
•LRG in 0 < z < 1, ELG in 0 < z < 1.5, QSO 2.2 < z < 3.5
•Great for DE (RSD, BAO)
•Great for NG - 3D P(k, z), bispectrum...
•start 2018, funding DOE + institutions

Logo 

5 

Dave Moore, Artist 
Pick up from Masaaki after lunch…. 
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Figure 2. The angular power spectrum in the four redshift slices of quasars. The choice of symbols
is the same as for LRGs in fig. 1. We note again that bins in each redshift slice that do not appear
contaminated can still be dropped because their cross-power with another redshift slice is significantly
contaminated and one cannot tell a priori which redshift slice is responsible for the contamination.

given value of A
NL

�
kp = 0.1 Mpc�1

�
, modifications to the power spectrum in the presence

of primordial non-Gaussianity come in at the largest measured scales (i.e. at small k). This
is no longer true when we allow for deviations from the local ansatz. In particular, as we
increase the value of ↵, non-Gaussian corrections become significant at smaller scales (close
to matter-radiation equality) which are better measured, strongly constraining models of
inflation that give ↵ > 2. On the other hand, for 0 < ↵ < 2, non-Gaussian corrections are
only significant at much larger scales, which are eventually limited by systematics.

Next we examine the constraints on ↵ for a small fixed value of A
NL

. In fig. 3 we

– 11 –

Agarwal, Ho & Shandera, on arXiv very shortly...

But... systematics!

QSO power spectra 
from SDSS; 
open circle points not 
used since they may
be systematics-
contaminated!



Large-Scale Structure
in Three Easy Steps:



Step 1:
Produce theory predictions 
(including from simulations)



Same initial conditions, different fNL 
Slice through a box in a simulation Npart=5123, L=800 Mpc/h

 Under-dense region evolution 
decrease with fNL

 Over-dense region evolution 
increase with fNL

Simulations with non-Gaussianity (fNL)

Dalal et al. 2008

fNL= -5000

375 Mpc/h
80

 M
pc

/h

fNL= -500

fNL= 0

fNL= +500

fNL= +5000
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Figure 1. A comparison of the 2-D density distribution of baryons (gas, stars and black holes) at various redshifts from three 3-D cosmological simulations with
fNL = 0 (left column), fNL = 100 (middle column) and fNL = 1000 (right column), respectively. The region rendered is a spatial slice with a thickness of 10 Mpc/h
along Z direction and 50 Mpc/h across in both X and Y directions. For the gas and stars, the brightness corresponds to the density while the color corresponds to
the temperature of the gas and the metallicity of the stars. For the color, blue and purple represent the low values (i.e. cold gas and metal poor) while green and
yellow represent the high values (i.e. hot gas and metal rich). The black holes are represented in black dots with the size proportional to the black hole mass.

fNL=0 fNL=100 fNL=1000

Zhao, Li, 
Shandera & Jeong, 
arXiv:1307.5051

...and now 
with baryons!



Step 2:
Use multiple LSS probes in dataset,

and figure out statistics of their signal
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FIG. 11. Complete set of the two-point functions we use. The top row shows the CMB-galaxy correlation functions, while the
remaining panels are the galaxy-galaxy correlations. Error bars are from 10,000 Monte Carlos, whose means are the red dashed
lines, and the blue line is the standard ⇤CDM cosmology from WMAP7, with constant biases (not a fit to these data).

address systematic concerns using the methods outlined
in Refs. [53, 56].

However, we do not expect these issues to be corre-
lated with other samples, and should be able to trust
correlations between the quasars and other data sets. In
particular, the quasars have a large overlap in redshift
with the NVSS data. Potential SDSS systematics, such
as airmass and seeing, are survey-specific and should thus
have no correlation with NVSS data. In addition, we find
no correlation with NVSS data and potential systematics
(Galactic extinction, stellar density, synchrotron emis-
sion) that trace the structure of the Galaxy. Further,
we trust correlations between the quasars and the LRGs,
as the LRG sample has already proven to be robust to
systematic fluctuations. Thus, while we do not consider
the quasar ACF as a reliable probe of PNG, we will ex-

ploit the external correlations between the quasars and
the other data sets. Also in this case, this includes the
cross-correlation with the CMB, which for the same rea-
sons should be relatively free from contamination, as also
confirmed by its fequency independence shown in G12.

IV. MODELING THE DATA

A. Data Considered

We have discussed six di↵erent large-scale structure
data sets, which yield six auto-correlations, fifteen cross-
correlations and six correlations with the WMAP CMB
temperature. Our final data set is shown in Fig. 11,
including the galaxy-CMB cross-correlations and the

Giannantonio et al. 2013

Using LSS (and CMB) tracers - correlation functions
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FIG. 15. Comparison of the marginalized posterior probabil-
ity distribution on fNL using the parts of our data set giving
the strongest contributions. We show the results from sin-
gle cross-correlation functions (top, green), auto-correlations
(center, blue), and from combined sub-samples of the whole
data set (bottom, red). The lines correspond to 68 and 95%
ranges, have been marginalized over the cosmological param-
eters, and include the WMAP7 CMB priors. The points
represent the mean values of the posterior likelihoods. The
results from single auto-correlation functions have also been
marginalized over one bias parameter and one stellar contam-
ination fraction (for the SDSS samples). The NVSS ACF
result appears weaker than expected beacuse it features a
double peak in fNL. To best present the relative constrain-
ing power of the cross-correlation measurements, we have
placed priors on the bias and stellar contamination parame-
ters, which significantly overstate the constraints these cross-
correlation allow on their own. See the main text for more
details.

generacy between  and fNL is present only when using
the quasar ACF alone.
We summarize the constraints on fNL in Table III and

in Fig. 15 for clarity. Here we compare the marginal-
ized results obtained when using the most constrain-
ing parts of our data set. We can see once again
that most results agree with Gaussian initial conditions,
and with each other. When considering single auto-
correlation functions, we marginalize over cosmology in-
cluding the WMAP CMB likelihood, and over one bias
parameter and one stellar contamination fraction (for the
data derived from SDSS). To better interpret the cross-
correlations on their own, we have assigned Gaussian pri-
ors on the relevant bias and stellar contamination pa-
rameters equal to the posteriors on these parameters ob-
tained from the ‘fair’ data. Applying these priors allows

us to accurately portray the relative importance of each
cross-correlation to our bottom-line results. Further-
more, we found that applying the bias prior to the auto-
correlations would increase the precision of their fNL con-
straints by a factor of two. Accounting for this factor, the
LRG auto-correlation is the best-constrained measure-
ment that enters the ‘conservative’ data set. When using
the LRG ACF only we recover a result consistent with the
recent analysis by Ref. [37], who found �45 < fNL < 195
at 95% using the spectroscopic sample of the CMASS
LRGs, which contains ⇠ 1/3 of the photoz sample we
use.

Notice that the factor (b1�1) within the bias correction
�b is the leading contribution that determines the size
of the fNL error bars. For this reason, the low-bias data
from 2MASS, the SDSS main galaxies, and HEAO bring
little information on fNL. Also the external correlations
of the quasars bring less contribution than it may be
expected, since the quasar bias at low redshift is also
low. This explains why the strongest constraints come
from NVSS, the LRGs and their external correlations.
For this reason, we have also checked the e↵ect of the
assumed NVSS bias evolution with one additional run
where the evolution parameter �NVSS is let free, and we
found no significant changes in the results.

The a
NL

Model We then extend our model to gen-
eralized PNG defined in Eq. (8): in addition to fNL,
we thus allow for scale dependence of the bias of any
slope aNL, which reduces to aNL = 2 in the local, scale-
independent case. We show our marginalized posterior
likelihood distribution in the top panel of Fig. 16, where
we can see that, in line with the lack of evidence for fNL,
there is no evidence for aNL either. The full marginalized
upper limit we find is aNL < 1.7 at 95%, but it must be
born in mind that there is an infinite degeneracy along
the direction fNL = 0 by construction: thus, this result
is strongly dependent on our adopted priors, rather than
being a “stand-alone measurement”. The correspondent
bound on nfNL

can be found using Eq. (10).

The g
NL

Model We finally consider the gNL model.
We shall here make the optimistic assumption that the
fitting formula of Eq. (7) is a reasonable approximation
to the e↵ect of gNL, keeping in mind that this may not be
accurate in all cases due to the low bias of our catalogs.
Under this assumption we find �4.5·105 < gNL < 1.6·105
(95%) if assuming fNL = 0. However as shown by
Refs. [64, 65], and as clear from Eq. (1), there is a de-
generacy between fNL and gNL, as both parameters pro-
duce a scale dependence of the bias of the same order
⇠ k�2; the degeneracy is alleviated by the di↵erent red-
shift dependences. This is indeed what happens when
we consider the complete model where both parameters
are left free: we can see in the bottom panel of Fig. 16
that the marginalized posterior presents this degeneracy,
as demonstrated with N -body simulations by Ref. [65].
Also in this case the Gaussian model remains well within
the 95% region: the marginalized constraints on the two
parameters are marginally degraded to �23 < fNL < 42
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FIG. 5: The total covariance matrix obtained with 5000
Monte Carlos, normalised. The top panel shows the
temperature-only Monte Carlos, while the bottom panel is the
result of the full Monte Carlos. While the diagonal (single ex-
periment) covariances are similar, those between experiments
(off-diagonal) are somewhat different.

1. 2MASS

From Fig. 3 it is clear that the CCF for the 2MASS
survey is consistent with zero. Previous analyses of
these data found some evidence for a positive correla-
tion [11, 12]; however, these were performed in Fourier
space and included modelling of the SZ effect, which man-
ifests itself with anti-correlations at small angular scales.
Indeed, it appears in Fig. 3 that the observed CCF turns
over at small angles. If the smallest four angular bins
are removed, the fit to the CCF is consistent with the
ΛCDM theory; however, it is only significant at the ∼ 1σ
level. In any case, 2MASS appears to have the least sig-

nificant evidence for cross-correlations.

2. SDSS galaxies

The main galaxy sample from the SDSS has a mea-
sured CCF which is also in good agreement with the the-
ory. In this case, we note that we do not find agreement
with the previous result of [13], who reported a measured
CCF of almost double the amplitude that we detect.

After discussions with the authors [13], we jointly
found this discrepancy resulted from an additional clean-
ing cut, where they discarded all galaxies with a large
error on their Petrosian r magnitude, imposing the con-
dition petroMagErr r < 0.2. Imposing this same condi-
tion, we found that we could reproduce their result. Fur-
ther, masking those areas with high proportion of Pet-
rosian error also gave similar results.

However, the motivation for such a cut is unclear. It
is known that the Petrosian magnitudes are not accu-
rate for faint objects, for which the best estimator is
the model magnitude [55]. While having objects with
a well measured magnitude is desirable, we see no reason
why cutting galaxies on the basis of a poor estimate of
their magnitudes should double the correlation with the
CMB. This could happen if it were produced by some
foreground mechanism, such as seeing or reddening, but
we checked that none of the possible foreground maskings
raised the CCF in any way comparable to the aforemen-
tioned cut.

Therefore, lacking a valid reason to include this cut,
and preferring to be conservative, we do not make the
Petrosian error cut and our CCF is thus lower than seen
by Cabré et al. [13]. While it is worrying that a choice of
masking has such a dramatic effect on the amplitude of
the observed cross-correlation, it should be noted that the
cross-correlation was largely independent of other mask-
ing choices.

3. SDSS MegaZ LRGs

The result for the LRG is the highest in comparison
with the ΛCDM theory. It agrees with the result of [13].
A direct comparison with [17] and [16] is more difficult
because these analyses use multiple photometric redshift
bins. Concentrating on [17] (since it also does its analy-
sis in physical space, rather than Fourier space), we find
approximately the same detection significance as their
single redshift bin measurements for similar data sets.
An updated version of this paper (available on the astro-
ph archive, but also unpublished) calculates a global χ2

value using all four of their LRG samples, and detects
a CCF with significance somewhat higher than we mea-
sure in this work. This is likely due in part to a somewhat
larger redshift baseline for their measurement as well as
the fact that they calculated their covariance matrix us-
ing a method similar to our MC1 case. As one can see

Giannantonio et al. 2013

Covariance matrix

Final constraints:



10 Marian, Smith, Hilbert & Schneider

Figure 8. Total cross-correlation matrix of the peak abundance Φ, the peak-peak correlation function ωa
pp, and the stacked peak profiles

γT . ωa
pp and γT are evaluated for peaks with S{N ě 4.75, while Φ contains the peaks with S{N ě 2.6. From left-right and down-up,

we plot the correlations of Φ, ωa
pp, γT , with the S{N and angular scales (measured in arcmin) increasing in the same directions. The

correlation matrix is computed from 128 fields of 12 ˆ 12 deg2 corresponding to the fiducial cosmology and is rescaled to match a sky
coverage of „ 18000 deg2.

the survey specifications given in section §2, this makes our
study representative for two future surveys, lsst and Euclid .

Figure 8 presents the cross-correlation matrix r of these
probes. By far, γT has the strongest correlation coefficient
of the three: „ 0.7 on scales 2 ´ 20 arcmin. For the peak
function, the low-S{N bins are the most correlated „ 0.5
for S{N ď 5. This was already established in our earlier
work (Marian et al. 2012), and it can be explained through
the better-known behaviour of halos: small-mass halos are
sample-variance dominated, while the large and rare ha-
los follow the Poisson distribution (Hu & Kravtsov 2003;
Smith & Marian 2011). Note however how the smallest-S{N
bins in Figure 8 seem to be completely uncorrelated: this is
most likely due to the overwhelming number of shape-noise
peaks, which are random, unclustered, and therefore uncor-
related. ωa

pp displays the smallest correlation coefficient of
the three, „ 0.3 ´ 0.4 on the scales 20 ´ 60 arcmin, with
weaker correlations on smaller scales. We further note the
weak cross-correlation of ωa

pp and Φ, as well as ωa
pp and γT .

There is a visible cross-correlation of Φ and γT , of „ 0.3 for
peaks with S{N ą 7. This is most likely due to the stacked
profiles being dominated by the most massive peaks, which
also dominate the high-S{N end of the peak function. Ta-

ble 2 presents the unmarginalized and marginalized 1-σ er-
rors resulting from the three peak probes. Each probe taken
by itself, the abundance of peaks has the greatest constrain-
ing power, followed by the profiles, and then by the corre-
lation function. Regarding the latter, we note that ωa

pp and
ωc
pp yield very similar constraints, the auto-correlation be-

ing more effective for w and Ωm – a reduction by factors
of „ 2 and „ 1.5 respectively in these errors, compared
to the cross-correlation. However, when combined with the
other two probes, there is little difference between ωa

pp and
ωc
pp. The greatest benefit to adding the correlation func-

tion or the profiles to the abundance of peaks concerns the
time-independent equation-of-state for dark energy: after
marginalizing over the other parameters, the errors on w re-
sulting from Φ and ωa

pp taken individually are similar, while
the profiles seem to yield a constraint tighter by a factor of
„ 1.7. When all three probes are combined, the constraints
on Ωm, σ8, ns improve by a factor of „ 1.5 ´ 2 compared to
using Φ alone, while for w the improvement is „ 2.5. Lastly,
combining Φ and γT is almost as efficient as using all three
probes: the contribution of the correlation functions to re-
ducing the errors is negligible, if both the abundance and
the profiles are used.

c© 0000 RAS, MNRAS 000, 000–000

Shear peaks Shear 2-pt Tangential 
shear profile Marian, Smith et al. 2013

Covariance of weak lensing probes

results from
numerical

simulations



Step 3:
Control the Systematic Errors



Poster child for the systematics: 
photometric redshift errors

Ma, Hu & Huterer 2006
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For the NG measurements, photo-z but also:
(photometric) calibration errors

‣Detector sensitivity: sensitivity of the pixels on the camera vary along 
the focal plane.  Sensitivity of a given pixel can change with time. 

‣Observing conditions: spatial and temporal variations.

‣Bright objects: The light from foreground bright stars and galaxies 
affects the sky subtraction procedure, which impairs the surveys' 
completeness near bright objects.

‣Dust extinction: Dust in the Milky Way absorbs light from the distant 
galaxies. 

‣Star-galaxy separation: In photometric surveys, faint stars can be 
erroneously included in the galaxy sample.  Conversely, galaxies are 
sometimes misclassified as stars and culled from the sample. Remember, 
stars are not randomly distributed across the sky.

‣Deblending: Galaxy images can overlap, and it can be difficult to cleanly 
separate photometric and spectroscopic measurements for the blended  
objects.

Huterer et al 2013



Example II: LSS calibration errors
The large-scale angular power spectrum in the presence of systematics: a case study of SDSS quasars 11

(a) Stellar density (b) Extinction (c) Airmass (d) Seeing (e) Sky brightness

Figure 11. Systematics templates used in this analysis, and the (dimensionless) angular power spectra C̃` of their overdensity maps.

(a) Mask 1 (b) Mask 2 (c) Mask 3

Figure 12. Masks used for the power spectrum analysis of RQCat, in Equa-
torial coordinates. Retained regions are based on thresholds summarised in
Table 2 and the systematics templates of Fig. 11. Additional excised rect-
angles follow Pullen & Hirata (2012). The three masks respectively have
f
sky

= 0.148, 0.121, and 0.101.

3.5 Power spectrum results

We obtained angular band-power estimates with the QML estima-
tor and multipole bins of size �` = 11, which led to a good
balance in terms of multipole resolution and variance of the esti-
mates. We did not use the PCL estimator for the final results be-
cause the geometry of the second and third masks, in addition to
the presence of systematics, yielded significantly suboptimal esti-
mates. To illustrate this point, Fig. 13 shows a comparison of the
PCL and QML covariance matrices and the band-power estimates
of the Mid+High-z subsample for the three masks. Any signifi-
cant increase of the PCL variance compared to that of QML, es-
pecially on diagonal- and nearly-diagonal elements which contain
the most significant contributions, demonstrates the suboptimality
of the PCL prior. For the first mask, the PCL variance of these el-
ements is at most ⇠ 20% greater than the QML variance, indicat-
ing that the resulting estimates are nearly optimal. However, for
the second and third masks, these elements have a PCL variance
up to ⇠ 50% greater than that of QML, and the resulting PCL
estimates significantly differ from the optimal QML estimates, as
shown in the bottom panel of Fig. 13. This effect is less pronounced
for larger multipole bins (e.g., �` = 31), as the likelihood be-
comes less sensitive to the priors on the pixel-pixel covariance ma-
trix. However, the resulting loss of resolution prevents the study of
localised multipole ranges affected by systematics. For these rea-
sons we opted for the QML estimator with �` = 11 in the fi-
nal analysis. We systematically marginalised over the values of the
monopole and the dipole by projecting them out. We used the val-
ues ¯

G

�1

= 1.95 · 10�5

, 1.55 · 10�5

, 1.85 · 10�5 and 8.15 · 10�6

respectively for the shot noise of the four RQCat subsamples, cal-
culated from the average number count per steradian assuming 5%

stellar contamination.

The auto- and cross-spectra of the four RQCat samples are
presented in Figs. 14 and 15, and the �

2 values of the theory pre-
diction are listed in Table 3. We subtracted the shot noise from the
auto-spectra, and used a constant bias, bg = 2.3, following pre-
vious studies of these data (Slosar et al. 2008; Giannantonio et al.
2006, 2008; Xia et al. 2010; Pullen & Hirata 2012). The theory pre-
dictions are summarised in Fig. 10. We also used the exact window
functions Wb` for converting the theory power spectra into band-
powers; see Eq. (17). Figure 16 shows the cross-correlation power
spectra of the quasar samples with the systematics templates, and
Table 4 lists the corresponding �

2 values. Details of the �2 compu-
tation are contained in Appendix C.

In Figs. 14 and 15, the top panels show the final band-power
estimates, where the modes corresponding to the five systematics
templates were projected out. The effect of mode projection on the
estimates is illustrated in the bottom panels, showing the differ-
ences in the QML estimates. Hence, these values can be added to
the estimates in the top panels to recover the results without mode
projection. The change in the covariance of the estimates due to
mode projection is negligible.

3.5.1 Reference mask

Our first mask, which is similar to that used in previous studies
of RQCat (Slosar et al. 2008; Giannantonio et al. 2006, 2008; Xia
et al. 2010; Pullen & Hirata 2012), is mostly based on extinction,
stellar density and seeing cuts, and also excises a few pixels with
extreme values of airmass and sky brightness. When using this ref-
erence mask, the auto-spectrum estimates of the four RQCat sub-
samples exhibit significant excess power in the first multipole bin.
In particular, the cross-correlation of the Low-z sample with the
other samples confirm the presence of systematics in common. The
cross-spectra of the quasar subsamples with the systematics tem-
plates, shown in Fig. 16, enable us to identify the main sources
of contamination responsible for this excess power. In addition to
seeing and airmass, which are the main contaminants in the four
samples, stellar contamination affects the Low-z sample, and dust
extinction and sky brightness contaminate the Mid-z and High-z
samples.

The auto- and cross-spectra are marginally improved by pro-
jecting out the modes corresponding to the systematics templates,
as shown by the small decrease in the �

2 values, summarised in
Tables 3 and 4. In particular, the large-scale power excess persists,
confirming the conclusions by Pullen & Hirata (2012) that the con-

c� 2013 RAS, MNRAS 000, ??–??

Leistedt et al 2013

• dominate on large angular scales
• can be measured, removed using same or other data
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ABSTRACT
Imperfect photometric calibration of galaxy surveys due to either astrophysical or instrumental
effects leads to biases in measuring galaxy clustering and in the resulting cosmological pa-
rameter measurements. More interestingly (and disturbingly), the spatially varying calibration
also generically leads to violations of statistical isotropy of the galaxy clustering signal. Here
we develop, for the first time, a formalism to propagate the effects of photometric calibration
variations with arbitrary spatial dependence across the sky to the observed power spectra and
to the cosmological parameter constraints. We develop an end-to-end pipeline to study the
effects of calibration, and illustrate our results using specific examples including Galactic dust
extinction and survey-dependent magnitude limits as a function of zenith angle of the tele-
scope. We establish requirements on the control of calibration so that it does not significantly
bias constraints on dark energy and primordial non-Gaussianity. Two principal findings are (1)
largest-angle photometric calibration variations (dipole, quadrupole and a few more modes,
though not the monopole) are the most damaging and (2) calibration will need to be understood
at the ∼ 0.1 per cent–1 per cent level (i.e. rms variations mapped out to accuracy between 0.001
and 0.01 mag), though the precise requirement strongly depends on the faint-end slope of the
luminosity function and the redshift distribution of galaxies in the survey.

Key words: large-scale structure of Universe.

1 IN T RO D U C T I O N

Large-scale structure (LSS) measurements have become an extremely powerful probe of cosmology over the past 30 years. Starting with
the pioneering Harvard-CfA survey (de Lapparent, Geller & Huchra 1986), all the way to the Sloan Digital Sky Survey (SDSS; York et al.
2000) and its extension Baryon Oscillation Sky Survey (Dawson et al. 2013), Two-degree Field survey (Colless et al. 2001), and WiggleZ
(Drinkwater et al. 2010), the LSS surveys have revolutionized our understanding of the distribution of matter and energy in the cosmos, and
helped impose percent-level constraints on the cosmological parameters (e.g. Anderson et al. 2013).

A major challenge in current and future imaging and spectroscopic LSS surveys is understanding the sample selection. We define
calibration to be the measure of our understanding of the selection of our sample of galaxies, and calibration errors to be any unaccounted-for
angular and redshift variations in the selection. The purpose of this paper is to determine how well calibration errors need to be controlled in
order to avoid substantial degradation of the information we can extract from the LSS.

A particular source of uncertainty is known as photometric calibration. The term refers to the adjustments required to establish a consistent
spatial and temporal measurement of flux of the target objects in the different bands of observation throughout the entire photometric survey.
This is an enormous problem that all existing and upcoming wide area surveys face. The difficulty comes from the variability of various
building blocks of the observational pipeline, which makes it difficult to establish a consistent flux baseline at each band (i.e. the flux zero-
points). In other words, because the instrument sensitivity is constantly changing, and so are the sources and intensity of noise, it is difficult
to consistently compare the fluxes for objects at different parts of the sky imaged at different times. Some examples of the manifestations of
the photometric calibration errors in surveys are as follows.
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How do the most generic calibration errors look (in the power spectrum)?

How do they affect NG (and DE) parameters?

Related works: Pullen & Hirata 2012, Leistedt et al 2013, Agarwal et al, in prep.
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Defining the observed overdensity:  tlm coefficients
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Final result for the observed power spectrum is:

where

True power Calibration (biases)

Cancels effects 
of calibration

monopole

Huterer et al 2013



Bias/error ratios per calib error in single multipole
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Moreover, this implies stringent requirement on the
uniformity of faint-end magnitude 

(i.e. - uniformity of depth of survey)

what I called
‘calibration error’ 

where

is the faint-end slope of the LF
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FIG. 6: Top panel: i-band magnitude limits estimated for the upcoming observations of the Dark Energy Camera at CTIO
as a function of angular position. The pattern of variations in the magnitude limits are set by the variations in the observing
conditions and the survey tiling strategy over the five years of the survey. Bottom left: power spectrum of the map on the
left, extracted using Polspice and shown without the usual ⇥(⇥ + 1)/(2�) term so that the relative contribution of di�erent
multipoles can be more easily seen. Bottom right: biases in the cosmological parameters vs. the faint-end slope of the luminosity
function s(z) assuming calibration error maps is consistent with a fixed fraction of 10% of amplitude (or 1% of power) of the
magnitude-limit map shown in the top (bottom left) panel. The desired bias/error limit (horizontal dashed line) is exceeded
for s(z) � 1.

lar distribution of galaxy counts according to Eq. (2).
This modulation translates into additive and multiplica-
tive changes to the observed density fluctuation field, cf.
Eqs. (6) and (9), which in turn generate additive and
multiplicative changes to the observed power spectrum.

As shown in Eq. (11), photometric variations across
the survey masquerade as apparent violations of statisti-
cal isotropy. Hence, explicit tests of statistical isotropy
could provide a useful way to identify unaccounted-for
variations in the photometry. In this paper, we focused
on the e�ects in the angle-averaged power-spectrum, cf.
Eq. (14). We found that large-angle modulations of
power (dipole, quadrupole, etc), are particularly dam-
aging to cosmological analysis. We demonstrate this ex-
plicitly (cf. Eq. (30) and Fig. 2) for the case where the
variance in the photometric calibration error field is con-
centrated in one multipole �1 at a time. Note that the
spatially uniform photometric decrement or increment
across the sky (i.e. the monopole, �1 = 0) is unobservable
since it only a�ects the mean number of galaxies in the

survey.

Specializing in the angle-averaged power spectrum as
done in Eq. (14), one can explicitly show that largest-
angle fluctuations are dominant (for a fixed induced vari-
ance on the calibration error field c(n̂)). (Fig. 2). More-
over, highest-redshift clustering measurements are most
susceptible to the photometric variations, essentially be-
cause their angular power is the smallest and thus is more
a�ected by the photometric variation.

Less obviously, we find that the additive errors (e.g.
term proportional to |c�m|2 in Eq. (14)) are typically
dominant over the multiplicative biases (terms propor-
tional to the coe⇥cients U) for all redshift bins and at
large angular scales. The reason is simple: because they
couple di�erent multipoles, multiplicative terms are sup-
pressed relative to the additive ones by the fiducial an-
gular power spectrum C� factor; see the term with C�2 in
Eq. (14). Since C� � 1 even at low-z (and all �), the ad-
ditive terms dominate the error budget if all � modes are
used in the analysis. However, at slightly smaller angular

Calibration bias: Worked Example 1

DES magnitude limit (J. Annis)



SFD dust map PG10 corrections to map

angular power of corrections bias/error in cosmology

Calibration bias: Worked Example 2



Challenges for NG/LSS program
... and approximate current status

•Motivate NG models ✓(single-field, multiple fields, self-int)

•Utilize a variety of observables in LSS and CMB to get 
at NG ✓
•Develop fast, near-optimal estimators to extract NG 
from the CMB ✓and LSS ✓✗
•Develop theory to relate NG models to LSS observables 
✓✗ (messy; still need to check with sims)

•Develop theory to use LSS info from 1, 2 pt function of 
halos ✓and galaxies/QSO ✓✗ (both with concerns)

•Use galaxy bispectrum ✗ and weak lensing bispectrum 
✗✗ to get at primordial NG [eg fNL

equil]

•Control the systematic errors, esp large-scale LSS ✓✗
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Bias/error for calib error in a range of multipoles
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