Midterm Examination
MES501 February 24, 2000

Name__Noboru Kikuchi

1. Consider a boundary value problem
-—=f in (O,L)

with boundary condition
u(0)=u(L) =0,

where L is the length of the interval where the differential equation is defined, and f is a given function
that is also defined on the interval (O,L).
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(1) Find the eigenvalues and eigenfunctions (eigenmodes) of the differential operator —d—z, that is,
X

find A and w satisfying the differential equation and the boundary condition:

=Aw in (0,L) & w(0)=w(L)=0

Here w is non-trivial, that is, it is not zero. Hint: w must be trigonometric functions.
Noting that the boundary condition at the both end points is homogeneous, we may assume the

solution form W, (x)=sin ﬁ(ﬂ%ﬁ, k=123,...

dw, _ knf . Okm _O k@’
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that is, the eigenvalue and eigenfunction (/\k ) Wk) are %ﬁ'{g ,Sinﬁanﬁ ﬁ

Since

(2) Noting that there are infinitely many solutions (/\k,wk), k=12,... in (1), expand the given



function f (X) in terms of the eigenfunctions: Z f Wk That is, find the coefficient

f when the function f (X) isexpanded by f ( Z fow, (x

Assuming the form  f ( Z fw, (x), we have

L

IO w; (x) f (x)dx =J'0ij (X)Z fw, (x)dx =Z kaOL W, W, dx .

Since
Iwwkdx ImnBExﬁsinﬁkT"ﬁdx
_ 1 gjm, km O Ojm Kkl
= I [T0S X+ XH co% : X de

IOL W, w, dx :IOLsm Djnxglnﬁk—fﬁ dx

= —%IOL Eposﬁ%x +k—nxD—% dx

we have

I x)dx = ZfJ’wwkdx-Zf 5—f—

that is



2 L

=R (x) f (x)dx.

(3) Find the solution u(x) of the original boundary value problem by assuming the form

00

u(x)= gukwk (x).

Substitution of u Z x into the differential equation becomes

__ uw 2 DknDZW
_? uka(X)— gk 2( Z kB_H k

that is

oL of

u, = f. , k=12,.... Therefore, the solution becomes
K BGH K

u(x)= Z%E fow (x) . f, :%IoL fw, dx

It is noted that if k becomes large, contribution of W, becomes small.
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2. A data set {f} = 5/«/5% is given at sampling points {X,} = E}’T/LH Assuming the function

70g 74

0
form f (x)= Z c.@ (x) =c, +c,x, find the coefficients ¢, and ¢, by the least squares method.

Noting that the least squares method with (n +1) sampling points, can be defined by
n+1 m+l

m|n ZH Zlck(pK ﬁ

using (m +1) independent basis functions ¢, (X) we have the minimization problem

minF (c,,c,)

€.C

where
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The necessary condition becomes
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—=(c, -1) +¢, +¢,— —= +¢, ¢, — =0
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oF mQd m 10 mQ

— = ¢ +C, — ———P+—r¢, +C, —1=0

o, 40 4 J2H 2H T2
that is
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Solving this yields



0, 30 % 10 o5 _20,, 0 5+20
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Therefore, the least squares approximation becomes

5+42 2
f(x)= 5 _EX




3. Let a set of sampling points {—1,0, +ZI} be given to interpolate a function f (x) = COS%X@
by the Lagrange polynomials. Obtain the Lagrange polynomials at the sampling points, and express

3
the interpolation of f(x) in terms of f(x)z Z f (xi)Li (x) where X, are the sampling

3
pointsand L, (X) are the Lagrange polynomials. What is the value of Z L, (x) ?

Lagrange polynomials are given by

x(x-1
L (x)= (-1-2)(-3 52 Y

L, (X):w =1-x2

(0+1)(0-1)

X+1)Xx

Thus, the Lagrange interpolation becomes

£(x)=f (=1L (x) + £ (0)L, (x) + f (1) L, (x) =L ~x*
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4. A data set {f|} = 5/\/5% is given at sampling points {Xi} = E}’T/LH Assuming the “bell”
[l 0

00 o/
shape weighting functions W, (X) by

Wl() —x , xDﬁ) s

Eb otherW|se

Eﬁx—l XDDT mw
w, (x) = e ’ 4'2H
Eb otherwise

state the moving least squares method to make curve fit of the given data. Find the solution a(x) in
terms of the data {f,} and {W,} and express in the form a Z fga . That is, find

@ (x),1=1,23 intermsof w,(x), w,(x),and w;,(x).

Noting that the definition of the moving least squares method is

n+l

r;}if;%ﬁ w (x)(fi-a(x))

for (n +1) sampling points. The necessary condition of this minimization problem is given by

oy zD O g n
W f -a)g= wra-») wf =0
dap 2 E 2 Z Y
that is
n+l
Wif n+1 W,
a(x)=5—=> fa(x) . @(x)=m



Since

we have

n+l

Z fw; (x) =1w; (x \/15 w, (x) +0w; (X)

1

w (x) +—=w, ()

2
% %@ 12§x , xﬂﬁ)
sr Pl <R

That is, the result is noting but the piecewise linear interpolation.



