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Abstract— This paper proposes a safety-critical connected
cruise control strategy using backstepping control barrier func-
tions to enforce safety for connected automated vehicles while
satisfying actuator limits. The proposed approach accounts for
the vehicle’s response time, modeled as a first-order lag. We
investigate the impact of braking limits and lag time on the
conservativeness of the safe region in the state space. Using
simulations, we confirm that the proposed controller ensures
safety while maintaining feasibility.

I. INTRODUCTION

Vehicle-to-everything (V2X) communication enhances the
capabilities of connected automated vehicles (CAVs) by
improving safety, energy efficiency, and driving comfort.
Connectivity allows CAVs to exchange information with
other road participants, enabling the design of more advanced
on-board controllers. Well-designed controllers have been
proven to improve energy efficiency [1], and alleviate traffic
congestion [2], [3].

The most crucial requirement for CAV control is safety.
This can be guaranteed using different approaches, including
reachability analysis [4], reinforcement learning [5], and
model predictive control [6]. Recently, control barrier func-
tions (CBFs) [7] have gained traction due to their adaptability
to existing control frameworks and low computational cost.
Existing studies have utilized CBFs to address various chal-
lenges: high-order dynamics using high-order CBFs [8], [9]
and backstepping CBFs [10], time delays [11], and input
constraints [12]. Safe connected cruise control (CCC) was
first developed using CBFs in [13], with detailed analyses
in [14], [15]. A recent extension of safe CCC incorporating
vehicle response lag was proposed in [16] using high-order
CBFs [9]. However, these methods neglect input constraints,
potentially leading to infeasibly large control efforts for
safety assurance.

In this paper, we design a safe CCC strategy that explic-
itly incorporates input constraints and ensures longitudinal
safety for CAVs, while accounting for vehicle response
time modeled as a first-order lag. To achieve this, we use
backstepping CBFs to construct safety-critical CCC laws that
maintain performance while enforcing safety with minimal
modifications to existing, potentially unsafe control designs.
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Fig. 1. (a) A connected automated vehicle (CAV) follows a preceding
connected human-driven vehicle (CHV) using vehicle-to-everything (V2X)
connectivity. The proposed safety-critical connected cruise controller (CCC)
can (b) guarantee safety while (c) satisfying control input constraints, both
without (ξ = 0 s) and with first-order lag (ξ = 0.8 s).

The proposed controllers are guaranteed to satisfy actuator
limits through appropriate tuning of backstepping CBFs. We
analyze how braking capacity and first-order lag influence the
conservativeness of the proposed controllers. Our simulations
demonstrate the performance of these controllers, showing
safety guarantees with feasibility; see Fig. 1.

The rest of the paper is structured as follows. Section II
introduces the CAV dynamics. Section III revisits CBF
theory, including backstepping CBFs. Section IV proposes
a novel safety-critical CCC for CAVs without and with first-
order lag, and describes the simulations. Section V concludes
the results and points out future directions.

II. CONNECTED CRUISE CONTROL

Consider the scenario in Fig. 1(a), where a connected
automated vehicle (CAV) follows a preceding connected
human-driven vehicle (CHV). The CAV measures its own
speed v ≥ 0, acceleration a, and distance D using on-board
sensors. Additionally, it can also obtain the CHV’s velocity
vL ≥ 0 and acceleration aL via V2X communication.

We represent the CAV’s dynamics by two models with
different fidelity. First, we utilize a double integrator model:

Ḋ = vL − v,

v̇ = u,
(1)

with state x =
[
D v

]⊤
and control input u. Since the pow-

ertrain dynamics and V2X communication may introduce
time delays [7], [17], we also adopt a more descriptive model
that incorporates the CAV’s response time as a first-order lag
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ξ > 0:

Ḋ = vL − v,

v̇ = a,

ȧ =
1

ξ
(u− a),

(2)

with state x =
[
D v a

]⊤
. For simplicity, we omit rolling

resistance and air drag in both models, which could poten-
tially reduce speed and improve safety.

Given these models, this paper aims to design a CAV
controller that ensures safety while satisfying the input limits
umin ≤ u ≤ umax. We choose the connected cruise control
(CCC) strategy [18] as the desired controller u = kd(x):

kd(x) = sat
(
A
(
V (D)− v

)
+B

(
W (vL)− v

))
. (3)

Here the CAV responds to the distance and the velocity
difference using gains A,B ≥ 0, respectively. The saturation
function

sat(u) = max
{
umin,min{u, umax}

}
, (4)

encodes the input constraints. The range policy

V (D) = max
{
0,min{κ(D −Dst), vmax}

}
, (5)

sets the desired speed based on the distance D, starting at
zero at Dst and increasing linearly with slope κ until the
speed limit vmax is reached. The speed policy

W (vL) = min{vL, vmax}, (6)

is used to avoid following a leader who exceeds vmax.
While the desired controller (3) has shown good per-

formance in car-following experiments [17], it may only
guarantee safety for a restricted selection of gains [15]. Here,
we utilize control barrier functions to minimally modify the
desired controller u = kd(x) in (3) and synthesize a safe
controller u = k(x) that still satisfies umin ≤ u ≤ umax.

III. BACKSTEPPING CONTROL BARRIER FUNCTIONS

In this section, we first review the theory of control barrier
functions (CBFs), then introduce backstepping CBFs.

Consider a control-affine system:

ẋ = f(x) + g(x)u, (7)

with state x ∈ Rn, input u ∈ Rm, and dynamics given
by the locally Lipschitz continuous functions f : Rn → Rn

and g : Rn → Rn×m. Given a locally Lipschitz continuous
controller k : Rn → Rm, u = k(x), we have the closed-loop
system:

ẋ = f(x) + g(x)k(x), (8)

that has the solution x(t) for an initial condition x(0) ∈ Rn.
To evaluate the safety of (8), we define a continuously
differentiable function h : Rn → R and a corresponding safe
set:

S = {x ∈ Rn : h(x) ≥ 0} . (9)

System (8) is safe w.r.t. S if x(t)∈S holds for all time
for any x(0)∈S. Nagumo’s theorem [19] establishes safety.

Theorem 1 ([19]). Let h satisfy ∇h(x) ̸= 0 for all x ∈ Rn

such that h(x) = 0. System (8) is safe w.r.t. S if and only if:

ḣ
(
x,k(x)

)
≥ 0, ∀x ∈ Rn s.t. h(x) = 0, (10)

where

ḣ
(
x,k(x)

)
= ∇h(x)f(x)︸ ︷︷ ︸

Lfh(x)

+∇h(x)g(x)︸ ︷︷ ︸
Lgh(x)

k(x). (11)

To synthesize safety-critical controllers for (7), control
barrier functions (CBFs) [20] have been proposed.

Definition 1 ([20]). Function h is a control barrier function
for (7) on S if there exists α ∈ Ke such that for all x ∈ S:

sup
u∈Rm

ḣ(x,u) > −α
(
h(x)

)
. (12)

Remark 1. A continuous function α : R → R is of extended
class-K (α∈Ke) if it is strictly increasing and α(0)=0.

Theorem 2 ([20]). If h is a CBF for (7) on S, then any
locally Lipschitz continuous controller k(x) that satisfies:

ḣ
(
x,k(x)

)
≥ −α

(
h(x)

)
, (13)

for all x ∈ S renders (8) safe w.r.t. S.

Condition (13) can be used as a constraint in optimization
to synthesize safe controllers. For example, given a desired
but not necessarily safe controller kd : Rn → Rm, we can
design a so-called safety filter that minimally modifies kd(x)
subject to (13):

k(x) = argmin
u∈Rm

∥u− kd(x)∥2

s.t. ḣ(x,u) ≥ −α
(
h(x)

)
.

(14)

Remark 2. The strict inequality in (12) ensures the Lips-
chitz continuity of optimization-based controllers like (14)
at points where Lgh(x) = 0 [21]. One may relax (12) to
nonstrict inequality as in (13) for other controllers that are
Lipschitz continuous.

For scalar input u, as in (1), (2), the solution of (14) is

k(x) =


min {kd(x), ks(x)} , if Lgh(x) < 0,

kd(x), if Lgh(x) = 0,

max {kd(x), ks(x)} , if Lgh(x) > 0,

(15)

with

ks(x) = −
Lfh(x) + α

(
h(x)

)
Lgh(x)

, (16)

see [7]. Note that when Lgh(x) ≡ 0 for all x ∈ S, the
input u does not directly affect the safety of (8) based on
(11). Therefore, h is neither a valid CBF nor applicable to
synthesize safety-critical controllers.

A common approach to address this issue is to construct a
CBF candidate known as a high-order CBF [8], [9]. However,
proving its validity as a CBF can be challenging [22], [23],
and safe CCC designs based on high-order CBFs may suffer
from feasibility issues [16]. As an alternative, backstepping
CBFs have been proposed to ensure valid CBF construc-
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tion [10], [24]. In the following sections, we will demonstrate
that safe CCC using backstepping CBFs preserves feasibility.
To this end, we first assume that system (7) is an r-layer
cascaded system in strict feedback form:

ẋ1

ẋ2

...
ẋr

 =


f1(x1) + g1(x1)x2

f2(x1,x2) + g2(x1,x2)x3

...
fr(x)

+


0
0
...

gr(x)

u, (17)

with x1 ∈ Rn1 ,x2 ∈ Rn2 , . . . ,xr ∈ Rnr and
∑r

j=1 nj = n.
Then, by considering the top i layers i ∈ {1, · · · , r − 1} and
viewing ui = xi+1 as a virtual control input, we can define
the corresponding reduced-order models (ROMs):

żi = Fi(zi) +Gi(zi)ui, (18)

with zi =
[
x⊤
1 , · · · ,x⊤

i

]⊤ ∈ Rqi , qi =
∑i

j=1 nj and:

Fi(zi)=

f1(x1)+g1(x1)x2

...
fi(zi)

, Gi(zi)=

 0
...

gi(zi)

. (19)

If h(x1) is a CBF for ẋ1 = f1(x1)+g1(x1)x2 with the
corresponding safe set S1, and the right pseudo-inverse of
gi(zi) exist for all i ∈ {2, · · · , r} in (17), then backstepping
provides a method to construct a sequence of valid CBFs for
(18) from h1(z1) = h(x1) [10], [24]:

hi+1(zi+1) = hi(zi)−
1

2µi
∥xi+1 − ki(zi)∥2 , (20)

for i ∈ {1, ..., r − 1} with corresponding safe sets:

Si+1 = {x ∈ Rn : hi+1(zi+1) ≥ 0}. (21)

In (20), µi > 0 are backstepping CBF parameters and
ki : Rqi →Rni+1 are smooth safe controllers that satisfy:

LFi
hi(zi) + LGi

hi(zi)ki(zi) > −αi

(
hi(zi)

)
, (22)

for all zi such that x ∈ Si, cf. (12), with αi∈Ke such that
αi+1(s) ≥ αi(s) for all s ∈ R.

Theorem 3 ([24]). Let hr be the CBF defined by (20) with
αr ∈ Ke. Then, any locally Lipschitz continuous controller
k(x) that satisfies:

ḣr

(
x,k(x)

)
≥ −αr

(
hr(x)

)
, (23)

for all x ∈ Sr renders (8) safe w.r.t. Sr ⊂ S1.

Similar to (14), (23) can also construct the safety filter:

k(x) = argmin
u∈Rm

∥u− kd(x)∥2

s.t. ḣr

(
x,u

)
≥ −αr

(
hr(x)

)
.

(24)

The solution of (24) for a scalar input u matches (15), (16),
with h and α replaced by hr and αr.

Remark 3. Similar to (12), the strict inequality in (22)
guarantees the Lipschitz continuity of controllers synthesized
by (20) when LGi

hi(zi) = 0 [24]. Here, we adopt the
nonstrict inequality in (22).

IV. FEASIBLE SAFE CONNECTED CRUISE CONTROL

In this section, we first introduce the backstepping CBF
for the CAV dynamics without lag (1), and propose the cor-
responding feasible safety-critical CCC law via Theorem 3.
Then, we extend this approach to incorporate the first-order
lag in (2) and derive the associated safety-critical CCC.

A. Safety without First-order Lag

Now, we compute the backstepping CBF based on (20)
for the lag-free model (1). First, we rewrite the system (1)
in the form of (17):[

Ḋ
v̇

]
︸︷︷︸

ẋ

=

[
vL − v

0

]
︸ ︷︷ ︸

f(x)

+

[
0
1

]
︸︷︷︸
g(x)

u,
(25)

and select the first row in (25) as the ROM:

Ḋ︸︷︷︸
ż1

= vL︸︷︷︸
F1(z1)

+ (−1)︸︷︷︸
G1(z1)

v. (26)

cf. (18), (19). Then we choose the function h1 to quantify
the safety of the CAV. A simple idea is to keep the CAV’s
distance from the CHV above a safe distance Dsf > 0 to
avoid collision:

h1(z1) = D −Dsf , (27)

with the set S1={x ∈ R2 :h1(z1) ≥ 0}. As LG1
h1(z1)≡−1

and Lgh1(x) ≡ 0 for all x ∈ S, h1 is a CBF for the ROM
(26) but not for the full-order dynamics (25). Therefore, we
construct a backstepping CBF for (25) from h1 in (27) based
on (20). In (26), v is the virtual control input, which should
be selected as the safe velocity v = k1(z1) that satisfies (22):

vL − k1(z1) ≥ −α1(D −Dsf). (28)

Since vL ≥ 0 and −α1(D −Dsf) ≤ 0 for all x ∈ S, we
choose k1(z1) ≡ 0 and construct the backstepping CBF (20):

h2(x) = h1(z1)−
(
v − k1(z1)

)2
2µ1

= D −Dsf −
v2

2µ1
, (29)

with µ1 > 0 and S2 = {x ∈ R2 : h2(x) ≥ 0}.
Fig. 2 illustrates the sets S1 (red) and S2 (blue), de-

fined by (27) and (29), in both the (D, v, a) and (D, v)
spaces. Note that the additional state a (CAV acceleration)
is included in Fig. 2(a) solely for comparison with Fig. 4
shown below, while the CBF in (29) does not depend on a.
Importantly, we observe that when system (25) travels along
the safe boundary (blue), it applies constant acceleration
input u = −µ1. Note that S2 ⊂ S1, and S2 expands with
increasing µ1, approaching S1 as µ1 → ∞; see Fig. 2(b).

Next, we can establish safety-critical CCC based on
Theorem 3 by using the safety filter (24) and choos-
ing CCC (3) as desired controller kd. For h2 in (29),
we have ∇h2(x) =

[
1 −v/µ1

]
, Lfh2(x) = vL − v and

Lgh2(x) = −v/µ1, thus the safety filter (15) becomes:

k2(x) =

{
min {kd(x), ks2(x)} , if v > 0,

kd(x), if v = 0.
(30)
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Fig. 2. Safe sets S1 and S2, defined by the safe distance h1 in (27), and
the backstepping CBF h2 in (29), respectively, for various µ1 values (with
unit m/s2) in (b). Arrows indicate the safe side of the set boundaries.

TABLE I
PARAMETERS OF THE SIMULATIONS

Vehicle Variable Symbol Value Unit

CAV

acceleration limit (umin, umax) (−8, 3) m/s2

speed limit vmax 25 m/s
standstill distance Dst 5 m

range policy gradient κ 0.6 1/s
CCC gains (A,B) (0.1, 0.1) 1/s

safe distance Dsf 1 m
CBF parameter (no lag) µ1 8 m/s2

CBF parameters (lag) (µ1, µ2) (6, 0.8) m/s2,m/s4

class-K function γ 1 1/s

CHV deceleration adec −10 m/s2

while (16) reads:

ks2(x) =
µ1

v

(
vL − v + α2

(
D −Dsf −

v2

2µ1

))
, (31)

where we choose α2(s) = γs with γ > 0.
Although ks2(x) in (31) has a singularity at v = 0, k2

(30) avoids it as k2(x) = kd(x) when v = 0, and kd(x) in
(3) is well-defined. Furthermore, the value of k2(x) can be
bounded, as shown in the following theorem.

Theorem 4. Controller (30), (31) satisfies the input con-
straint umin ≤ u ≤ umax for all x ∈ S2 if:

umin ≤ −µ1. (32)

Proof. First, considering the case v = 0 in (30), we have
k2(x) = kd(x) ∈ [umin, umax] based on (3), (4).

Next, for v > 0, k2(x) = min{kd(x), ks2(x)}. In this case,
k2(x) ≤ kd(x) ≤ umax. Furthermore, since µ1 > 0, vL ≥ 0,
and α2

(
D −Dsf − v2

2µ1

)
≥ 0 for all x ∈ S2, ks2(x) in (31)

satisfies:
ks2(x) ≥ −µ1 ≥ umin. (33)

Thus, ks2(x) ≥ umin and kd(x) ≥ umin both hold, which
implies k2(x) ∈ [umin, umax], and Theorem 4 holds.

Theorem 4 indicates that the safety filter (30), (31) meets
the input constraints if parameter µ1 satisfies (32).

To evaluate the proposed controllers, we simulate a car-
following scenario shown in Fig. 1(a), using safety-critical
CCC with backstepping CBF (3), (30), (31) for system (1).
The results are illustrated in Fig. 3 using the parameters in
Table I. Note that we selected relatively small CCC gains A

(c) (d)

(a) (b)

Unsafe

Safe

h1=0 h2=0
umin

CHV

CAV

-8

Feasible

Infeasible
2

2

Fig. 3. Simulations of the car-following system without lag (1) using the
safety filter with backstepping CBF (3), (30), (31).

and B1 to better illustrate the safety filter engagements.
The simulation depicts a CHV performing emergency

braking with constant deceleration adec until it comes to a
halt; see Fig. 3(b). Using the safety-critical CCC, the CAV
responds to the CHV by decelerating and finally stopping
within the safe distance; see Fig. 3(a). Accordingly, in panel
(c), the state trajectory (blue) always stays inside the safe set,
indicating that the safety filter prevents safety violations. Im-
portantly, by selecting µ1 = −umin, the backstepping CBF
ensures provable safety guarantees while satisfying actuator
limits; see the safety filter input k2(x) > umin (blue) in
Fig. 3(d). Moreover, unlike the safety-critical CCC based
on the high-order CBF (time to conflict criterion) in [14],
ks2(x) in (31) is independent of the CHV’s acceleration aL.
This reduces sensitivity to the CHV’s motion and improves
comfort by reducing jerk during deceleration. The cost for
these benefits is a more conservative safe set; see Fig. 2.

B. Safety with First-order Lag

Now, we incorporate a first-order lag into the CAV’s
dynamics as in (2), derive the backstepping CBF based on
(20), (29), and show that the corresponding safety filter still
satisfies input constraints when properly choosing the CBF
parameters. First, we rewrite system (2) in the form of (17):Ḋv̇

ȧ


︸ ︷︷ ︸

ẋ

=

vL − v
a

− 1
ξa


︸ ︷︷ ︸

f(x)

+

00
1
ξ


︸︷︷︸
g(x)

u.
(34)

From Section IV.A, h2 in (29) is a CBF for the ROM:[
Ḋ
v̇

]
︸︷︷︸
ż2

=

[
vL − v

0

]
︸ ︷︷ ︸

F2(z2)

+

[
0
1

]
︸︷︷︸

G2(z2)

a,
(35)

and Lgh2(x) ≡ 0 for all x ∈ R3. Therefore, one may back-
step one more time to obtain a backstepping CBF for (34).
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(b)(a)
(a=-6 m/s2)

(a=0 m/s2)3

3

3

Fig. 4. Safe sets S1, S2, and S3, defined by the safe distance h1 in (27),
the backstepping CBF h2 in (29) for the CAV without lag (1), and the
backstepping CBF h3 in (37) with lag (2), respectively. Arrows indicate the
safe side of the set boundaries.

To achieve that, the virtual input a in (35) is selected as the
safe acceleration a = k2(z2) satisfying (22) for i = 2:

vL − v − vk2(z2)

µ1
≥ −α2

(
D −Dsf −

v2

2µ1

)
. (36)

Note that instead of using the non-smooth but safe con-
troller k2 in (30) as the safe acceleration, we adopt a
simpler alternative k2(z2) ≡ −µ1, which satisfies (36) since
vL ≥ 0 and −α2(D −Dsf − v2

2µ1
) ≤ 0 for all x ∈ S1. We

then establish the backstepping CBF as in (20):

h3(x)=h2(z2)−
(
a−k2(z2)

)2
2µ2

=D−Dsf−
v2

2µ1
− (a+ µ1)

2

2µ2
,

(37)
with µ1, µ2 > 0 and S3 = {x ∈ R3 : h3(x) ≥ 0}.

Fig. 4 visualizes the sets S1, S2, and S3 given by
(27), (29), and (37), in the (D, v, a) and (D, v) spaces,
with red, blue, and yellow color, respectively. Note that
S3 ⊂ S2 ⊂ S1, and S3 (yellow) approaches S2 (blue) as
µ2 → ∞.

As Theorem 3 applies to h3, we can consider CCC (3) as
nominal controller kd and use the safety filter (15):

k3(x) =


min {kd(x), ks3(x)} , if a > −µ1,

kd(x), if a = −µ1,

max {kd(x), ks3(x)} , if a < −µ1,

(38)

where (16) gives:

ks3(x) = a+
µ2ξ

a+ µ1

(
vL − v − va

µ1
+ α3

(
h3(x)

))
, (39)

and we still choose α3(s) = γs with γ > 0.
Controller (38) avoids the singularity at a = −µ1, since

k3(x) = kd(x) when a = −µ1, and kd(x) is well-defined.
Moreover, we will show that the value of k3(x) can also be
bounded under some assumptions in the following theorem.

Theorem 5. Let v ∈ [0, vmax] hold with some maximum
velocity vmax > 0 for the CAV. Controller (38), (39) satisfies
the input constraint umin ≤ u ≤ umax for all x ∈ S3 if:

umax ≥ −µ1 and umin ≤ −µ1 −
ξµ2vmax

µ1
. (40)

Proof. First consider the case a > −µ1. As α3

(
h3(x)

)
≥ 0

for all x ∈ S3, µ1, µ2, ξ > 0, vmax ≥ v ≥ 0, and vL ≥ 0,

ks3(x) in (39) satisfies:

ks3(x) ≥ a− ξµ2v

µ1
> −µ1 −

ξµ2vmax

µ1
≥ umin. (41)

Moreover, since kd(x) ∈ [umin, umax], (3), (4), (38), (40)
yield k3(x) = min{kd(x), ks3(x)} ∈ [umin, umax].

Next, for a = −µ1, k3(x) = kd(x) ∈ [umin, umax].
Finally, for a < −µ1, ks3(x) in (39) satisfies:

ks3(x) ≤ a < −µ1 ≤ umax. (42)

Since kd(x) ∈ [umin, umax], (3), (4), (38), (40) yield
k3(x) = max{kd(x), ks3(x)}∈ [umin, umax], and Theorem 5
holds.

Theorem 5 demonstrates that a safety-critical CCC satis-
fying input constraints can be achieved by properly selecting
µ1 and µ2. The term (ξµ2vmax)/µ1 in (40) represents the
additional control effort compared to the lag-free case. As the
CAV’s maximum deceleration umin is fixed by its braking
capability, an increase in ξ necessitates a decrease in µ1

and µ2, resulting in a more conservative safe set. Moreover,
ensuring input feasibility for a < −µ1 requires umax ≥ −µ1,
which is typically satisfied as CAVs have umax > 0.

Apart from the control input k3(x), the CAV’s actual
acceleration a can also be bounded under certain conditions,
leading to increased driving comfort. Consider:

ha(x) = a+ µ1, (43)

and the corresponding set:

Sa = {x ∈ R3 : ha(x) ≥ 0}. (44)

Corollary 1. If kd(x) ≥ −µ1 holds when a = −µ1, then
system (34) with controller k3(x) in (3), (38), (39) is
safe w.r.t. Sa, that is, a(t) ≥ −µ1 holds for all t ≥ 0 if
a(0) ≥ −µ1.

Proof. For ha(x) in (43), we have ∇ha(x)=
[
0 0 1

]
̸=0.

Based on Theorem 1, (34) is safe w.r.t. Sa if and only if:

ḣa

(
x, k3(x)

)
=

k3(x)− a

ξ
≥ 0, when a = −µ1. (45)

Based on (38), k3(x) = kd(x) when a = −µ1. Thus, if
kd(x) ≥ −µ1 at a = −µ1, then (45) holds and Corollary 1
applies.

Corollary 1 shows that, under certain assumptions on the
initial condition and nominal controller kd(x), the CAV’s ac-
celeration satisfies a(t) ≥ −µ1. This allows balancing driv-
ing comfort and conservativeness by adjusting µ1: a smaller
µ1 improves comfort, i.e., provides lower deceleration, but
shrinks the safe set.

To examine the impact of lag on safety-critical CCC (3),
(38), (39), we simulate the same scenario as in Fig. 3 with
lag ξ = 0.6 s; see Fig. 5. We choose µ1 and µ2 such that
(40) holds, and use the parameters in Table I. Particularly,
we enforce kd(x) ∈ [−µ1, umax] to satisfy the conditions
in Corollary 1 by substituting umin with −µ1 in (4). In
Fig. 5(a,b), the CAV’s delayed response to the CHV’s
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33
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Fig. 5. Simulations of system (2) with ξ = 0.6 s using the safety filter with
backstepping CBF (3,38,39). Simulations are terminated when v = 0.

deceleration leads to a higher velocity and rapidly shrinking
distance compared to Fig. 3(a,b). However, the safety filter
successfully ensures safety by keeping the state trajectory
(blue) within the safe set; see Fig. 5(c). Importantly, the
proposed safety-critical CCC can guarantee safety while
meeting input constraints; see the input k3(x) (blue) in
Fig. 5(d). Moreover, the CAV’s acceleration a (green) in
Fig. 5(d) is always larger than −µ1, as stated by Corol-
lary 1. This implies that selecting a smaller −µ1 leads to
a smaller deceleration magnitude, thus improving driving
comfort while maintaining safety. However, this also comes
at the cost of a smaller safe region, i.e., increased safe
distances. Overall, despite added conservativeness from lag,
the proposed safety-critical CCC reliably ensures safety and
input constraint compliance, providing a feasible solution for
safe operation at all times.

V. CONCLUSION

This paper proposed a safety-critical connected cruise
control (CCC) strategy for connected automated vehicles
(CAVs) using backstepping control barrier functions (CBFs).
The controller guarantees feasibility and safety, even with
first-order lag, by appropriately tuning the backstepping CBF
parameters. Analysis revealed that reduced braking capacity,
stricter comfort requirements, and increased lag result in a
more conservative safe region. Simulations validated the pro-
posed controller on CAVs and demonstrated safety assurance
with feasible behavior and comfort. Future work will include
a comparison of this framework with other reachability-based
feasible CBF approaches.
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