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ABSTRACT

Temporal Text Mining (TTM) is concerned with discovering
temporal patterns in text information collected over time.
Since most text information bears some time stamps, TTM
has many applications in multiple domains, such as summa-
rizing events in news articles and revealing research trends
in scientific literature. In this paper, we study a particular
TTM task — discovering and summarizing the evolutionary
patterns of themes in a text stream. We define this new
text mining problem and present general probabilistic meth-
ods for solving this problem through (1) discovering latent
themes from text; (2) constructing an evolution graph of
themes; and (3) analyzing life cycles of themes. Evaluation
of the proposed methods on two different domains (i.e., news
articles and literature) shows that the proposed methods can
discover interesting evolutionary theme patterns effectively.

Categories and Subject Descriptors: H.3.3 [Informa-
tion Search and Retrieval]: Clustering

General Terms: Algorithms

Keywords: Temporal text mining, evolutionary theme pat-
terns, theme threads, clustering

1. INTRODUCTION

In many application domains, we encounter a stream of
text, in which each text document has some meaningful time
stamp. For example, a collection of news articles about a
topic and research papers in a subject area can both be
viewed as natural text streams with publication dates as
time stamps. In such stream text data, there often exist in-
teresting temporal patterns. For example, an event covered
in news articles generally has an underlying temporal and
evolutionary structure consisting of themes (i.e., subtopics)
characterizing the beginning, progression, and impact of the
event, among others. Similarly, in research papers, research
topics may also exhibit evolutionary patterns. For example,
the study of one topic in some time period may have in-
fluenced or stimulated the study of another topic after the
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time period. In all these cases, it would be very useful if
we can discover, extract, and summarize these evolutionary
theme patterns (ETP) automatically. Indeed, such patterns
not only are useful by themselves, but also would facilitate
organization and navigation of the information stream ac-
cording to the underlying thematic structures.

Consider, for example, the Asian tsunami disaster that
happened in the end of 2004. A query to Google News
(http://news.google.com) returned more than 80,000 online
news articles about this event within one month (Jan.17
through Feb.17, 2005). It is generally very difficult to nav-
igate through all these news articles. For someone who has
not been keeping track of the event but wants to know about
this disaster , a summary of this event would be extremely
useful. Ideally, the summary would include both the major
subtopics about the event and any threads corresponding
to the evolution of these themes. For example, the themes
may include the report of the happening of the event, the
statistics of victims and damage, the aids from the world,
and the lessons from the tsunami. A thread can indicate
when each theme starts, reaches the peak, and breaks, as
well as which subsequent themes it influences. A timeline-
based theme structure as shown in Figure 1 would be a very
informative summary of the event, which also facilitates
navigation through themes.
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Figure 1: An example of theme thread structure

In addition to the theme structure, revealing the strength
of a theme at different time periods, or the “life cycle” of
a theme, is also very useful. Consider another scenario in
the literature domain. There are often hundreds of papers
published annually in a research area. A researcher, espe-
cially a beginning researcher, often wants to understand how
the research topics in the literature have been evolving. For
example, if a researcher wants to know about information
retrieval, both the historical milestones and the recent re-
search trends of information retrieval would be valuable for
him/her. A plot, such as the one shown in Figure 2, which
visualizes the evolution patterns of research topics, would



not only serve as a good summary of the field, but also make
it much easier for the researcher to selectively choose appro-
priate papers to read based on his/her research interests.
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Figure 2: An example of theme strength in IR

In both scenarios, we clearly see a need for discovering
evolutionary theme patterns in a text stream. In general, it
is often very useful to discover the temporal patterns that
may exist in a stream of text articles, a task which we refer
to as Temporal Text Mining (TTM). Since most information
bears some kinds of time stamps, TTM can be expected to
have many applications in multiple domains.

Despite its importance, however, TTM has not been well
addressed in the existing work. Most existing text mining
work does not consider the temporal structures of text [7,
8]. There are some previous studies on TTM [10, 19, 11,
14], but the proposed methods are generally inadequate for
generating the evolutionary theme patterns as shown in the
two examples above. A detailed discussion of related work
is given in Section 6.

In this paper, we study the problem of discovering and
summarizing the ETPs in a text stream. We define this
problem and present general probabilistic methods for solv-
ing the problem through (1) discovering latent themes from
text, which includes both interesting global themes and salient
local themes in a given time period; (2) discovering theme
evolutionary relations and constructing an evolution graph
of themes; and (3) modeling theme strength over time and
analyzing the life cycles of themes. We evaluate the pro-
posed methods on two data sets — a collection of 50 day’s
worth of news articles about the tsunami event (Dec.19, 2004
— Feb.08, 2005) and the abstracts of the ACM KDD confer-
ence papers from 1999 through 2004. The results show that
our methods can discover many interesting ETPs from both
data sets. In addition to news summarization and literature
mining, the proposed TTM methods are also directly ap-
plicable to many other application domains, such as email
analysis, mining user logs, mining customer reviews.

The rest of the paper is organized as follows. In Section 2,
we formally define the general problem of ETP discovery. In
Section 3, we present our approaches to extracting themes
and constructing a theme evolution graph. In Section 4,
we further present a hidden Markov model based method
for analyzing the life cycles of themes. We discuss our ex-
periments and results in Section 5. Finally, Section 6 and
Section 7 are related work and conclusions, respectively.

2. PROBLEM FORMULATION

The general problem of ETP discovery can be formulated
as follows.

Suppose we have a collection of time-indexed text docu-
ments, C = {d1,da, ...,dr}, where d; refers to a document
with time stamp ¢. Each document is a sequence of words
from a vocabulary set V' = {wi,...,wy|}. We define the
following concepts.

Definition 1 (Theme) A theme in a text collection
C' is a probabilistic distribution of words that character-
izes a semantically coherent topic or subtopic. Formally, we
represent a theme by a (theme-specific) unigram language
model 0, i.e., a word distribution {p(w|0)}wev. Naturally,
> ey p(wlf) = 1.

Using a word distribution to model topics is quite com-
mon in information retrieval and text mining [5, 9, 2]. High
probability words of such a distribution often suggest what
the theme is about. For example, a theme about the aid
from the US to help recovery from the tsunami disaster may
have high probabilities for words such as “U.S.”, “million”,
“aid”, “Bush”, etc.

Definition 2 (Theme Span) A theme span v is de-
fined as a theme 6 spanning a given time interval [ and is
represented by (0, s(),t(vy)), where s(v) and t() are the
starting and termination time stamps of [, respectively.

A theme span is a useful concept for associating time with
themes. For the purpose of TTM, a theme is almost always
tagged with a time span. We thus use “theme” and “theme
span” interchangeably whenever there is no ambiguity. We
call a theme span that spans the entire text stream a trans-
collection theme. Thus if v = (0, s,t) is a trans-collection
theme, we must have s = 1 and ¢t =T. We use ' to denote
the set of all theme spans.

Definition 3 (Evolutionary Transition) Let v, =
(01, 5(71), t(31)) and 72 = (62, 5(12), £(72)) € T be two theme
spans. If ¢(y1) < s(v2) (71 terminates before 2 starts) and
the similarity between theme span 1 and =2 is above a give
threshold, we say that there is an evolutionary transition
from v to 2, which we denote by 71 < 2. We also say
that 02 is evolved from 61, or 61 evolves into 2. We use
E C T' xT to denote all the evolutionary transitions, so that
if (y1,72) € &, then y1 < 2.

The concept of evolutionary transition is useful for de-
scribing the evolution relations between theme spans. With
this concept, we can now define a particularly interesting
theme pattern called a theme evolution thread.

Definition 4 (Theme Evolution Thread) Let I" be a
set of theme spans, a theme evolution thread is a sequence
of theme spans 0,71, ..., Yn € I' such that (vi,vi+1) € €.

Intuitively, a theme evolution thread characterizes how
a family of related themes evolve over time. Since a text
stream generally has multiple such theme threads, we now
define another concept called theme evolution graph to char-
acterize the overall theme evolution patterns of a text stream.

Definition 5 (Theme Evolution Graph) A Theme
Evolution Graph is a weighted directed graph G = (N, E)
in which each vertex v € N is a theme span, and each edge
e € E is an evolutionary transition. The weight on an edge
indicates the evolution distance. Clearly, each path in a
theme evolution graph represents a theme evolution thread.

An example of a theme evolution graph is shown in Fig-
ure 3, where each vertex is a theme span extracted from a
subcollection obtained through non-overlapping partitioning
of the stream into n sliced intervals. Each edge is an evolu-
tionary transition. The thickness of an edge indicates how
close the two themes being connected are and how trustful
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Figure 3: An example of a theme evolution graph

the corresponding evolutionary transition is; a thicker edge
indicates a closer distance between the themes and a more
trustful transition. For example, the distance of 12 < 623
is smaller than that of 11 < 621, and the former is more
trustful. We also see a theme evolution thread from 62,
through 623, and all the way to 0,2.

Given a text stream C, a major task of the general ETP
discovery problem is to extract a theme evolution graph
from C automatically. Such a graph can immediately be
used as a summary of the themes and their evolution rela-
tions in the text stream, and can also be exploited to or-
ganize the text stream in a meaningful way. Sometimes, a
user may be interested in a specific theme. For example,
a researcher may be interested in a particular subtopic. In
this case, it is often useful to analyze the whole “life cycle”
of a theme thread. Thus another task of ETP discovery is
to compute the strength of a theme at different time periods
so that we can see when the theme has started, when it is
terminated, and whether there is any break in between.

The ETP discovery problem is challenging in many ways.
First, it is a completely unsupervised task; there’s no train-
ing data to discriminate theme spans. This indicates a great
advantage of any techniques for ETP discovery — no/minimum
prior knowledge about a domain is assumed. Second, com-
pared with the problem of novelty detection and event track-
ing, which aims to segment the text and find the boundaries
of events [3, 18, 13], the ETP discovery problem involves a
more challenging task of modeling the multiple subtopics
at any time interval for an event, and aims to discover
the changing and evolutionary relations between the theme
spans. Finally, the analysis of theme life cycles requires
the system to decode the whole collection with themes and
model the strength variations of each theme along the time
line in a completely unsupervised way.

In the next two sections, we propose and present proba-
bilistic approaches for discovering ETPs and analyzing the
life cycles of themes, respectively.

3. EVOLUTION GRAPH DISCOVERY

Given a stream of text C = {d1,ds, ..., dr}, our goal is to
extract a theme evolution graph from C' automatically. At
a high-level, our methods involve the following three steps:
1. Partition the documents into n possibly overlapping
subcollections with fixed or variable time intervals so that
C=CU..UC, and C; = {di,,...,d¢,+1,—1} is a subcol-

lection of I; documents in the time span [t;,t; +1; — 1]. In
general, t; < t;+1, but it may be that ¢; +1; —1 > t;41, since
Ci’s may be overlapping. The actual choice of the interval
lengths [; and whether C;’s should overlap are determined
by specific applications.
2. Extract the most salient themes ©; = {0; 1, ..., 05 5, } from
each subcollection C; using a probabilistic mixture model.
3. For any themes in two different subcollections, 61 € ©;
and 62 € ©; where ¢ < j, decide whether there is an evolu-
tionary transition based on the similarity of #; and 6.
Step 1 is trivial; below we describe Steps 2 & 3 in detail.

3.1 Theme Extraction

We extract themes from each subcollection C; using a sim-
ple probabilistic mixture model as described in [20]. In this
method, words are regarded as data drawn from a mixture
model with component models for the theme word distri-
butions and a background word distribution. Words in the
same document share the same mixing weights. The model
can be estimated using the Expectation Maximization(EM)
algorithm [6] to obtain the theme word distributions.

Specifically, let 601, ...,0,r be k theme unigram language
models (i.e., word distributions) and 6p be a background
model for the whole collection C. A document d is regarded
as a sample of the following mixture model:

p(w : d) = Asp(w|0s) + (1 - Ap) SF_ [ma, p(w]0,)]

where w is a word in document d, mq4,; is the mixing weight
for document d for choosing the j-th theme 6; such that
Z§:1 mq,; = 1, and Ap is the mixing weight for 5. The pur-
pose of using a background model 0p is to make the theme
models more discriminative; since p gives high probabilities
to non-discriminative and non-informative words, we expect
such words to be accounted for by 6z and thus the theme
models to be more discriminative. 0p is estimated using the

T c(w.dy)

Swev Lieq c(w,d;)

The additional parameters to estimate are A = {0, 7q4,;|d €
Ci,1 < j < k}. The log-likelihood of C;, log p(C;|A) is

whole collection C' as p(w|0g) =

> D le(w,d) log(ABp(w|9B)+(1—)\B)Z(Wd,jp(ij)))]

deC; weV

where c(w, d) is the count of word w in document d.

According to the EM algorithm, we can use the following
iterative updating formulas to estimate all the parameters.
{zd,w} is a hidden variable and p(z4. = j) indicates that
the word w in document d is generated using theme j given
that w is not generated from the background mode.

Plzaw = 1) miyp™ (wl6,)
dyw = = k n
Sy T p (w]6))

Asp(w|65)

p(zd,w = B) = % (n)

App(w|0p) + (1= Ap) 35— mq ;P (w]6;)

i) Ley Cw, )1 = plzaw = B)p(zaw = )
Y Y ey c(w, d) (1 = p(zaw = B))p(zam = j')

P (wlfy) =
Edeci C(wv d)(l - p(zd,w = B))p(zd,w = ,])
z:w’ev EdeCi c(w’,d)(1 = p(za,u = B))p(2duw = J)




The algorithm is only guaranteed to find a local maximum
of the likelihood. We use multiple trials to improve the local
maximum we obtain. We use ﬁ Zde()i 4,5 to measure the
salience of theme j in C; and select the most salient themes
from C; by using an empirically set threshold. We obtain
the theme spans for C; by attaching the time span of C; to
all the selected salient themes.

The same model can be applied to the whole collection C'
to extract trans-collection themes; we will do that in Sec-
tion 4 to analyze the life cycles of trans-collection themes.

3.2 Evolutionary Transition Discovery

With the theme spans extracted from all the subcollec-
tions, we now turn to the discovery of evolutionary transi-
tions. To discover any evolutionary transition between two
theme spans, we use the Kullback-Leibler divergence [4] to
measure their evolution distance. Let v1 = (01, s(71),t(1))
and y2 = (62, s(72), t(y2)) be two theme spans where ¢(y1) <
s(y2). We assume that v2 has a smaller evolution distance
to 71 if their unigram language models 6> and 6; are closer
to each other. Since the KL-divergence D(62||61) can model
the additional new information in f2 as compared to 61, it
appears to be a natural measure of evolution distance be-
tween two themes.

VI

p(wil62)
ZP w;]02) log Z2172) pwal00)

Note that the KL-divergence is asymmetric and it makes
more sense to use D(02||01) than D(601]|02) to measure the
evolution distance from 01 to 0.

For every pair of theme spans 1 and v2 where t(y1) <
s(7y2), we compute D(602]]61). If D(02]|61) is above a thresh-
old &, we will infer that v1 < 2. The threshold £ allows a
user to flexibly control the strength of the theme transitions.

Once we extract the theme spans from all the subcollec-
tions and identify all the evolutionary transitions, we essen-
tially have a theme evolution graph.

D(6:]61)

4. ANALYSISOF THEME LIFE CYCLES

The theme evolution graph discussed above gives us a
microcosmic view of the ETPs — revealing the major theme
spans within each time interval and their evolutionary struc-
tures. To obtain a macroscopic view of the ETPs, it would
be useful to extract the global evolutionary patterns of themes
over the whole text stream and analyze the “life cycle” of
each specific theme.

Definition 6 (Theme Life Cycle) Given a text collec-
tion tagged with time stamps and a set of trans-collection
themes, we define the Theme Life Cycle of each theme as
the strength distribution of the theme over the entire time
line. The strength of a theme at each time period is mea-
sured by the number of words generated by this theme in
the documents corresponding to this time period, normal-
ized by either the number of time points (giving an absolute
strength), or the total number of words in the period (giving
a relative strength). The absolute strength measures the ab-
solute amount of text which a theme can explain, while the
relative strength indicates which theme is relatively stronger
in a time period.

We now present a method based on Hidden Markov Mod-
els (HMMs) [17] to model and decode the shift between
trans-collection themes in the whole collection. Based on the

decoding results, we can then compute the theme strengths
and analyze theme life cycles in a straightforward way.

We first give a brief introduction to HMMs. An HMM can
be characterized by a set of hidden states S = {s1, ..., sn},
a set of observable output symbols O = {o1, ..., 0m }, an ini-
tial state probability distribution {m;}i—;, a state transition
probability distribution {a;;}j—; for each state s;, and an
output probability distribution {b;}r=, for each state s;.
An HMM defines a generative probabilistic model for any
sequence of symbols from O with parameters satisfying the
following constraints: (1) 3372, m = 1; (2) 227 , aij = 1;
(3) Yop bk =1

To model the theme shifts in our text stream, we assume
that the collection, which is represented as a long sequence of
words, is stochastically generated from an HMM constructed
in the following way. We first extract k trans-collection
themes from the collection using the mixture model de-
scribed in the previous section. We then construct a fully
connected HMM with k£ + 1 states, of which k states cor-
respond to the extracted k themes and the other one cor-
responds to a background theme language model estimated
based on the whole collection. The entire vocabulary V is
taken as the output symbol set, and the output probability
distribution of each state is set to the multinomial distri-
bution of words given by the corresponding theme language
model. A 3-theme HMM is shown in Figure 4.

Figure 4: A 3-theme HMM

The background state, which corresponds to the back-
ground theme model, aims to account for non-discriminative
words, while the content words and subtopics are modeled
by the states corresponding to the trans-collection themes.
Since the extracted themes are discriminative, we may rea-
sonably assume that each theme can only shift to another
theme through the background model. The unknown pa-
rameter set in the HMM is A = {m;,ai4,ai,B,aB,:}i=1- A
can be estimated using an EM algorithm called Baum-Welch
algorithm [17].

After the initial state probabilities and transition proba-
bilities are estimated, the Viterbi algorithm [17] can be used
to decode the text stream to obtain the most likely state
sequence, i.e., the most likely sequence of theme shifts, as
shown in Figure 5.

Once the whole stream C' = {di,...,dr} is decoded with
the labels of themes, we can use a fixed-size sliding window
of time to measure the strength of each theme at a time
pointl. Let d; = dil...di‘di‘ be the sequence of words in d;.
The absolute and relative strengths of theme i at time t is
computed as:

X dyr|
AStrength(i,t) = & Etle[t,%,pr E‘ *1 0(dvy, 1)

The use of a sliding window also avoids the “report delay”
problem in the news domain.
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Figure 5: Decoding the collection

where 0(dyj,1) = 1 if word dy; is labeled as theme i;
otherwise d(dy ;,4) = 0. W is the size of the sliding window
in terms of time points.

AStrength(i,t)
Ele AStrength(j,t)
[dyr| .
Et’e[tf%,t+%] Ej:tl 6(dy ;%)

Et/e[tf%,bk%] |dt’|

NStrength(i, t) =

The life cycle of each theme can then be modeled as the
variation of the theme strengths over time.

The analysis of theme life cycles thus involves the follow-
ing four steps: (1) Construct an HMM to model how themes
shift between each other in the collection. (2) Estimate the
unknown parameters of the HMM using the whole stream
collection as observed example sequence. (3) Decode the col-
lection and label each word with the hidden theme model
from which it is generated. (4) For each trans-collection
theme, analyze when it starts, when it terminates, and how
it varies over time.

5. EXPERIMENTSAND RESULTS
5.1 Data Preparation

Two data sets are constructed to evaluate the proposed
ETP discovery methods. The first, tsunami news data, con-
sists of news articles about the event of Asia Tsunami dated
Dec. 19 2004 to Feb. 8 2005. We downloaded 7468 news
articles from 10 selected sources, with the keyword query
?tsunami”. As shown in Table 1, three of the sources are in
Asia, two of them are in Europe and the rest are in the U.S.

News Source Nation News Source Nation
BBC UK Times of India India
CNN US VOA US

Washington Post US
Washington Times US
Xinhua News China

Economics Times India
New York Times UsS
Reuters UK

Table 1: News sources of Asia Tsunami data set

The second data set consists of the abstracts in KDD con-
ference proceedings from 1999 to 2004. All the abstracts
were extracted from the full-text pdf files downloaded from
the ACM digital library?. 2 articles were excluded because
they were not recognizable by the pdf2text software in Linux,

http://www.acm.org/dl

giving us a total of 496 abstracts. The basic statistics of the
two data sets are shown in Table 2. We intentionally did
not perform stemming or stop word pruning in order to test
the robustness of our algorithms.

Data Set # of docs | AvgLength Time range
Asia Tsunami 7468 505.24 12/19/04 - 02/08/05
KDD Abs. 496 169.50 1999-2004

Table 2: Basic information of data sets

On each data set, two experiments are designed: (1) Par-
tition the collection into time intervals, discover the theme
evolution graph and identify theme evolution threads. (2)
Discover trans-collection themes and analyze their life cy-
cles. The results are discussed below.

5.2 Experimentson Asia Tsunami

Since news reports on the same topic may appear ear-
lier in one source but later in another (i.e., “report delay”),
partitioning news articles into overlapping, as opposed to
non-overlapping subcollections seems to be more reasonable.
We thus partition the our news data into 5 time intervals,
each of which spans about two weeks and is half overlapping
with the previous one. We use the mixture model discussed
in Section 3 to extract the most salient themes in each time
interval. We set the background parameter Ap = 0.95 and
number of themes in each time interval to be 6. The varia-
tion of Ap is discussed later. Table 3 shows the top 10 words
with the highest probabilities in each theme span. We see
that most of these themes suggest meaningful subtopics in
the context of the Asia tsunami event.
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Figure 6: Theme evolution graph for Asia Tsunami

With these theme spans, we use KL-divergence to further
identify evolutionary transitions. Figure 6 shows a theme
evolution graph discovered from Asia Tsunami data when
the threshold for evolution distance is set to £ = 12. From
Figure 6, we can see several interesting evolution threads
which are annotated with symbols.

The thread labeled with a may be about warning systems
for tsunami. It is interesting to see that the nation covered
by the thread seems to have evolved from the U.S. in period
l1, to China in I3, and then to Japan in [3. In thread b,
themes 3, 4, and 5 in period !; indicate the aids and finan-
cial support from UN, from local area, and special aids for
children, respectively. They all show an evolutionary transi-
tion to theme 2 (donation from UK) and theme 3 (aid from



| Theme 1 Theme 2 Theme 3 Theme 4 Theme 5 Theme 6
11: system 0.0104 Year 0.0074 debt 0.0148 Aceh 0.0320 Annan 0.0081 match 0.0094
Dec/ Bush 0.0080 silence 0.0056 Club 0.0098 Indonesia 0.0118 U.N. 0.0064 XI 0.0065
19/ warning 0.0070 British 0.0053 Paris 0.0097 military 0.0118 summit 0.0062 players 0.0059
04 dollars 0.0067 New 0.0051 Bank 0.0063 Banda 0.0096 children 0.0060 Cricket 0.0058
million 0.0064 celebrations 0.0050 moratorium 0.0061 Indonesian 0.0089 Powell 0.0044 game 0.0050
- small 0.0058 UK 0.0047 freeze 0.0058 province 0.0088 NBC 0.0037 Zealand 0.0044
US 0.0055 music 0.0038 repayments 0.0052 workers 0.0087 million 0.0036 Australia 0.0042
Jan/ conference 0.0052 London 0.0038 billion 0.0044 foreign 0.0081 disease 0.0035 Sudan 0.0039
04/ meeting 0.0035 Sydney 0.0037 U.N. 0.0044 islands 0.0077 WHO 0.0033 captain 0.0038
05 Egeland 0.0033 Blair 0.0035 nations 0.0042 aid 0.0071 UNICEF 0.0031 Ponting 0.0036
12: countries 0.0240 Mr 0.0104 Aceh 0.0226 missing 0.0143 her 0.0147 match 0.0075
Dec/ debt 0.0146 Blair 0.0068 aid 0.0204 Thailand 0.0115 islands 0.0102 Cricket 0.0065
28/ system 0.0085 British 0.0062 Powell 0.0171 bodies 0.0107 Nicobar 0.0098 players 0.0052
04 nations 0.0084 Rs 0.0057 relief 0.0161 dead 0.0071 1 0.0069 XI 0.0052
China 0.0073 Britons 0.0047 Indonesia 0.0160 Sweden 0.0068 she 0.0067 you 0.0046
- warning 0.0064 UK 0.0046 Annan 0.0134 Thai 0.0065 Andaman 0.0064 Zealand 0.0042
Paris 0.0064 donations 0.0045 U.S. 0.0131 Swedish 0.0064 beach 0.0064 game 0.0033
Jan/ ClIub 0.0058 crore 0.0037 United 0.0122 police 0.0060 sea 0.0064 points 0.0033
14/ Bank 0.0056 Tamil 0.0036 military 0.0113 DNA 0.0056 my 0.0060 captain 0.0032
05 Chinese 0.0054 public 0.0033 U.N. 0.0110 tourists 0.0052 island 0.0051 cricket 0.0032
13: Chinese 0.0085 Tamil 0.0121 toll 0.0103 warning 0.0121 United 0.0228 Thailand 0.0103
Jan/ British 0.0076 Sri 0.0121 bodies 0.0083 system 0.0119 Powell 0.0168 missing 0.0092
05/ UK 0.0075 Lanka 0.0070 death 0.0067 islands 0.0086 Bush 0.0165 Phuket 0.0087
05 China 0.0070 Nadu 0.0061 dead 0.0067 sea 0.0061 U.S. 0.0146 Khao 0.0070
Hong 0.0068 Tigers 0.0059 debt 0.0063 Nicobar 0.0048 States 0.0137 her 0.0070
- Kong 0.0064 government 0.0050 food 0.0057 Pacific 0.0047 Mr. 0.0117 beach 0.0068
donations 0.0060 Lankan 0.0040 Paris 0.0057 water 0.0042 Nations 0.0101 Lak 0.0067
Jan/ Red 0.0056 Nicobar 0.0040 Indonesia 0.0056 Japan 0.0040 $ 0.0088 Swedish 0.0066
22/ concert 0.0052 Singh 0.0037 Club 0.0053 Kobe 0.0037 relief 0.0079 Sweden 0.0064
05 Cross 0.0050 rebels 0.0031 corpses 0.0051 quake 0.0033 million 0.0076 hotel 0.0059
14 Aceh 0.0250 funding 0.0046 Phi 0.0052 concert 0.0107 LTTE 0.0055 Traq 0.0087
Jan/ talks 0.0175 Traq 0.0044 her 0.0048 Kobe 0.0050 Tamil 0.0052 Bush 0.0086
15/ GAM 0.0150 Eid 0.0039 ASEAN 0.0036 singer 0.0045 talks 0.0037 billion 0.0084
05 rebels 0.0133 regional 0.0035 resort 0.0024 stars 0.0041 Tocal 0.0036 pilgrims 0.0073
peace 0.0100 festival 0.0034 Palu 0.0023 tadium 0.0040 UK 0.0034 budget 0.0067
- Indonesian 0.0085 congressional 0.0033 Palu 0.0023 Wales 0.0040 Tigers 0.0033 deficit 0.0060
province 0.0074 mosque 0.0033 cancer 0.0022 Japan 0.0036 Hafun 0.0030 House 0.0059
Jan/ Free 0.0055 Rice 0.0032 Phuket 0.0021 rock 0.0035 Norwegian 0.0030 boat 0.0053
30/ Movement 0.0052 month 0.0030 Hui 0.0021 Millennium 0.0034 Prabhakaran 0.0029 Trump 0.0042
05 rebel 0.0048 military 0.0029 Fleming 0.0020 Live 0.0030 Kalpakkam 0.0028 spending 0.0042
15 Jones 0.0051 billion 0.0197 boat 0.0081 Clinton 0.0115 debt 0.0195 talks 0.0263
Jan/ Palu 0.0046 $ 0.0153 tourism 0.0067 var 0.0052 meeting 0.0136 Aceh 0.0213
23/ station 0.0045 Traq 0.0140 Samui 0.0059 Nepal 0.0049 finance 0.0122 peace 0.0147
05 Pierson 0.0042 House 0.0121 ASEAN 0.0055 summit 0.0044 Brown 0.0087 Indonesian 0.0113
song 0.0034 budget 0.0101 JAL 0.0054 SAARC 0.0042 exchange 0.0074 rebels 0.0112
- North 0.0033 request 0.0094 tourists 0.0046 Dhaka 0.0036 ministers 0.0067 Helsinki 0.0094
Korea 0.0033 funding 0.0086 accident 0.0041 construction 0.0030 agreed 0.0065 conflict 0.0077
Feb/ Miss 0.0031 ‘White 0.0083 month 0.0041 Bangladesh 0.0026 gold 0.0054 province 0.0070
8/ 97 0.0030 Afghanistan 0.0071 joke 0.0038 envoy 0.0025 IMF 0.0054 sides
05 show 0.0030 baby 0.0066 Marsh 0.0035 techniques 0.0021 economic 0.0047 autonomy

Table 3: Theme spans extracted from Asia Tsunami data

US) in l2. The latter theme further evolves into theme 5 in
I3, which is mainly about money support from US. Thread ¢
begins with music-related events and aids from UK. It shifts
to talk about concerts in Hong Kong and then Japan with
the purpose of raising funds for donation. Thread d is about
the personal experiences of survivors. It starts with theme
5 in l2, goes through theme 6 in /3, theme 3 in l4, and finally
evolves into theme 3 in l5. There are also several short but
noticeable theme evolution threads. For example, thread
e is about cricket matches for donation, while thread f is
about deaths and losses in the disaster.

In the latest two time intervals, most themes are no longer
about the tsunami event, indicating that the event was prob-
ably receiving diminishing attention in these two periods,
which can be seen more clearly later from the analysis of
the life cycles of themes. There are two politics-related short
theme threads (i.e., g and h). In thread g, theme 1 in l4 is
about political issues (“rebels” and “peace”). It splits into
two themes in [5, about North Korea and the Aceh peace
talk, respectively. Theme 2 and theme 5 in l4 represent crit-
icisms on the Iraq affair (one for military issues and one for
the high expenditure/cost). In 5, they merged into a single
theme, which mentions the budget on Iraq and Afghanistan
issues. Interestingly, by linking back to the articles, it turns
out to be arguing for shrinking the budget on the war issues
and offering more aid for the disaster.

Note that multiple threads may share one or more com-
mon themes, resulting in thread ambiguity. For example,
themes 2, 3 and 4 of [; all have a high similarity to theme 2
of l2. In the analysis above, we only included theme 2 of [y

in thread ¢, because themes 3 and 4 do not appear to be sim-
ilar to theme 2 of I3 in the same way as theme 1 of I3 is. A
very interesting future research direction would be to study
how we can automatically perform thread disambiguation.

Our second experiment aims to model the life cycles of
trans-collection themes. In this experiment, we use two indi-
vidual sources (CNN and Xinhua News) instead of the whole
mixed collection to avoid “report delay”. The five trans-
collection themes extracted from CNN and Xinhua News
are shown in Table 4.

The five themes from CNN roughly correspond to (1) re-
search and lessons about the tsunami; (2) personal expe-
rience of survivors; (3) Special aid program for children;
(4) general reports and statistics; (5) aids and donations
from the world, especially from the U.S. The five themes
from Xinhua roughly correspond to (1) statistics of death
and missing; (2) reports and stories at the scene; (3) dona-
tions from China; (4) aids and donations from the world,;
(5) research and lessons about the tsunami. Some themes
(e.g., CNN-themel and XINHUA-theme5) are common to
both sources, while some others (e.g., CNN-theme5 and
XINHUA-theme3) clearly reflect the different regions of the
two sources.

In Figure 7 we plot the absolute strengths of the trans-
collection themes over time for CNN (W = 10). We see
that the absolute strengths of all five themes are increasing
in the first 10 days after Dec. 24, 2004. Reports on aids
for children and aids from the world begin to decay after
that. General reports and statistics starts to decay around
Jan 10 for the rest of the time. Around Jan. 7th, the theme



[Source | Theme L T Theme 2 Theme 3 Theme 4 Thome 5 |
system 0.0079 10.0322 children 0.0119 Aceh 0.0088 Bush 0.0201
warning 0.0075 wave 0.0061 debt 0.0072 Indonesia 0.0063 $ 0.0173
C Ocean 0.0073 beach 0.0056 hospital 0.0072 said 0.0054 million 0.0135
N Indian 0.0064 water 0.0051 baby 0.0064 military 0.0044 relief 0.0134
N Pacific 0.0063 when 0.0050 Club 0.0063 U.N. 0.0038 United 0.0105
earthquake 0.0061 saw 0.0046 Paris 0.0061 number 0.0032 aid 0.0099
quake 0.0057 sea 0.0046 child 0.0054 survivors 0.0032 Powell 0.0098
tsunami 0.0054 Thailand 0.0042 her 0.0053 reported 0.0031 U.S. 0.0075
ocean 0.0039 family 0.0039 police 0.0048 helicopters 0.0028 tates 0.0075
scientists 0.0031 ran 0.0033 moratorium 0.0046 killed 0.0027 U.N. 0.0056
Thailand 0.0104 Aceh 0.0219 Chinese 0.0391 dollars 0.0226 system 0.0314
X Thai 0.0096 province 0.0111 China 0.0391 million 0.0204 warning 0.0272
I missing 0.0079 Indonesian 0.0075 yuan 0.0180 US 0.0178 early 0.0172
N victims 0.0054 tidal 0.0055 countries 0.0098 aid 0.0118 meeting 0.0159
H Philippine 0.0040 waves 0.0047 Beijing 0.0089 United 0.0108 Ocean 0.0121
U confirmed 0.0040 killed 0.0045 travel 0.0061 countries 0.0106 small 0.0096
A residents 0.0037 quake 0.0043 $ 0.0058 UN 0.0102 international 0.0092
tourists 0.0033 island 0.0043 donated 0.0057 Annan 0.0082 conference 0.0086
percent 0.0032 dead 0.0041 Cross 0.0053 debt 0.0071 natural 0.0082
number 0.0032 death 0.0041 donation 0.0052 reconstruction 0.0062 disasters 0.0070

Table 4: Trans-collection themes extracted from CNN and Xinhua News
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Figure 7: Absolute strength life cycles in CNN data

on the research and lessons about tsunami starts to increase
again. The same pattern is discovered in reports on personal
experiences, which is probably because survivors had come
back to their home country around that time. Both themes
drop sharply around Jan. 17. After Jan. 22, all 5 themes
retain a low strength level, indicating the event was receiving
diminishing attention. The normalized strengths of themes
in the CNN data show similar patterns.

In Figure 8, we show the absolute and normalized strengths
of the five trans-collection themes over time in Xinghua
News (W = 10). We see that, in the first week beginning
Dec. 25th 2004, all 5 themes are increasing rapidly, but they
all begin to decay around Jan. 10th except for stories and
reports at the scene, which increases again after a roughly
10-day period of mild decreasing. The theme about death
statistics begins to decay all the time after Jan. 16. Both
aids from China and the research and lessons about tsunami
present a second rise in late January, although not as sig-
nificant as the first one. In the normalized strength plot, it
is easy to see that before Jan 3rd, the dominating theme is
theme 5. In the next 10 days, aid from the world is most
significant. In the following 20 days, “on-scene stories” is
the dominating theme, although its absolute strength is de-
creasing for most of the time. In the last time period when
the overall coverage of the topic had significantly decreased,
Aids from China is relatively stronger than other themes.
Comparing CNN and Xinhua, we see the life cycles of the
correlated themes in the two data sets exhibit comparable
patterns but with some differences.

5.3 Experimentson KDD Abstracts

The publication year naturally suggests a non-overlapping
partition of the KDD abstract data. We thus treat all the
abstracts published in one year as one time interval. The
theme spans extracted from each year using the mixture

statistics

at the scene
—&— aids from china 1
—=— aids from world
—+— research
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2000 / 1

15001 4

theme strength

statistics
sos at the scene |
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—=— aids from world
oot —+— research q

0014

0,008

normalized theme strength

0.006

0.004

10 15

Figure 8: Absolute (top) and normalized (bottom)
strength life cycles in Xinhua News

model with A\g = 0.9 are shown in Table 5. The number of
themes slightly differs from year to year because we apply
a threshold to select only the most salient themes as de-
scribed in Section 3. Similar to what we have seen on the
news data, the themes here are also mostly meaningful in
the context of KDD publications. The three themes in the
year of 1999 are about association rule mining, clustering,
and classification respectively, which are all traditional data
mining topics, compared with the new topics, such as spa-
tial data mining (theme 1) and gene and microarray mining
(theme 2), extracted in the year of 2004.

A theme evolution graph extracted using an evolution dis-
tance threshold of £ = 12.5 is shown in Figure 9, where we
see several interesting theme threads.

Thread a starts with theme 3 in 1999 (about classifica-
tion). It first evolves into theme 1 in 2001 (typical classifi-
cation techniques such as SVM), and then evolves into web
classification in 2002. The next theme span on this thread
is about clustering and random variables, which has some
influence on theme 1 in 2004. Another evolution thread (b)
starts with association rule mining in 1999, and transits into
frequent item set in 2001. Both themes show strong evolu-



[ 1999 T 2000 2001 T 2002 2003 2004
association 0.0156 ABSTRACT 0.0141 rules 0.0148 web 0.0089 Clustering 0.0077 topic 0.0104
T rules 0.0149 Tevision 0.0121 Jdatasets 0.0104 hierarchical 0.0081 indices 0.0077 Algorithms 0.0103
H [ associations 0.0128 clustering 0.0120 artificial 0.0086 classification 0.0068 Rocognition 0.0070 | correlation 0.0086
E Tule 0.0090 Test 0.0106 support 0.0070 Teatures 0.0057 mixture 0.00654 Tmage 0.0079
M attribute 0.0062 dic 0.0004 rule 0.0068 analysis 0.0055 Pattern 0.0065 mixture 0.0076
E dimension 0.0060 Terms 0.0093 SVM 0.0067 Markov 0.0053 random 0.0065 LDA 0.0060
1 median 0.0057 classi 0.0090 criteria 0.0063 Systems 0.0050 cluster 0.0060 metrics 0.0055
attributes 0.0056 protein 0.0077 classification 0.0062 topics 0.0046 components 0.0055 Spatial 0.0048
polish 0.0050 control 0.0076 Tinear 0.0061 cTassification. 0.0046 cTustering 0.0053 Semantic 0.0048
Transaction 0.0047 Tunctional 0.0060 Useful 0.0061 Tntrusion 0.0045 variables 0.0052 Tncremental 0.0048
algorithms 0.0155 rules 0.0192 disconnected 0.0102 gene 0.0164 Tnformation 0.0122 genes 0.0184
T Abstract 0.0084 Tunction 0.0116 web 0.0097 Time 0.0153 cube 0.0117 problem 0.0100
H EPs 0.0077 sequence 0.0091 models 0.0092 series 0.0139 Web 0.0096 graph 0.0099
E Gbjects 0.0059 set 0.0071 components 0.0083 change 0.0106 social 0.0075 structure 0.0088
M distance 0.0054 minimality 0.0067 graph 0.0082 Statistical 0.0072 weighted 0.0066 Algorithms 0.0076
E clustering 0.0052 discovered 0.0064 boosting 0.0070 may 0.0069 Retrieval 0.0065 collection 0.0071
2 sampling 0.0050 protein 0.0063 dimensionality 0.0068 detection 0.0065 distance 0.0059 Subset 0.0068
problem 0.0048 minimal 0.0061 random 0.0065 source 0.0063 user 0.0059 microarray 0.0060
Bayesian 0.0046 functional 0.0060 reduction 0.0056 Kernel 0.0062 Search 0.0054 Semantic 0.0059
profiles 0.0044 Tuberculosis 0.0056 Gutlier 0.0052 base 0.0061 networks 0.0047 samples 0.0057
Abstract 0.0104 students 0.0110 item 0.0117 classification 0.0150 Database 0.0102 part 0.0120
T Ttemsets 0.0085 Tevel 0.0088 database 0.0096 algorithm 0.0130 data 0.0091 Teviews 0.0083
H Tules 0.0084 aggregate 0.0083 Sets 0.0001 Text 0.0128 expression 0.0082 BOM 0.0076
E Tocal 0.0068 Statistical 0.0081 Trequent 0.0065 unlabeled 0.0113 gene 0.0074 Spinion 0.0070
M tree 0.0067 Statistics 0.0077 compounds 0.0059 document 0.0087 results 0.0069 maximal 0.0070
E decision 0.0063 user 0.0075 unexpected 0.0055 documents 0.0076 cabin-level 0.0069 sentences 0.0060
3 classifier 0.0062 cation 0.0072 knowledge 0.0054 Tabeled 0.0075 mining 0.0068 product 0.0058
class 0.0061 distributed 0.0071 changes 0.0051 Customer 0.0074 voting 0.0068 receiver 0.0053
incremental 0.0056 decision 0.0070 MOLFEA 0.0050 approach 0.0073 study 0.0066 positive 0.0049
Bayes 0.0053 models 0.0067 human 0.0049 Tearning 0.0067 tree 0.0055 internal 0.0044
(2002 THEMES)
manufacturing 0.0122 (rule 0.0250) clustering 0.0070 copies 0.0063 inference 0.0071
T problems 0.0099 (optimal 0.0004) retrieval 0.0065 Stream 0.0059 Tailing 0.0068
H demographic 0.0004 (clustering 0.0078) SyMP 0.0058 MLC 0.0056 Tearning 0.0061
E Customers 0.0081 (ROCCH 0.0075) cstimators 0.0057 generation 0.0052 TiVo 0.0059
M training 0.0079 (smoothing 0.0073) very 0.0054 Data 0.0051 ftemsets 0.0059
E Similarity 0.0074 (association 0.0068) complexity 0.0053 2003 0.0047 shopping 0.0058
4 yield 0.0070 (Sets 0.0066) different 0.0049 Tmage 0.0047 Pattern 0.0057
SVMs 0.0065 (causality 0.0065) behavior 0.0049 frequent 0.0044 Tmage 0.0056
Cost 0.0062 (corpus 0.0064) cach 0.0049 part 0.0041 dense 0.0055
measures 0.0058 (term 0.0064) small 0.0047 Tmportant 0.0041 constraints 0.0052

Table 5: Theme spans extracted from KDD Abstract Data
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Figure 9: Theme evolution graph from KDD Data

tionary relations to theme 5 in 2002, and the frequent item
set theme shows some weak evolutionary influence on theme
3 in 2003 (gene expression mining).

Another interesting group of edges are tagged with symbol
c. Starting with classification in 1999, it transits into theme
3 in 2000 (statistical analysis and decision making). The
path further connects theme 1 in 2001, and then makes an
interesting transition into text classification in 2002. Theme
3 in 1999 itself also has a strong evolutionary relation to text
classification. This path ends at theme 2 in 2003, which
covers the Web and social networks. The discussion of web
mining has not appeared as an explicit theme until theme 2
in 2001, which evolves into web and social networks in 2003
through theme 1 in 2002.

Before year 2000, there was no explicit theme about data
mining in biological data. There are two themes (theme
1, theme 2) which mention protein functionalities, but they
fail to reappear in 2001. A strong explicit theme evolution

thread of mining biological data (path e) starts with theme
2 in year 2002 and evolves into theme 3 in 2003 and theme
4 in 2004 , respectively.

As in the news data, we also analyzed the life cycles of
trans-collection themes in KDD Abstracts. Seven dominat-
ing trans-collection themes are shown in Table 6 and the
interesting patterns of life cycles are presented in Figure
10 (W = 1). Some new topics, such as spatial-temporal
data mining, have not shown up as trans-collection themes,
because when we consider the whole stream, they are not
among the dominating topics. From Figure 10, we see that
the normalized strength of theme 1 decreases monotonically
from 1999. This theme is about a traditional application
area of data mining — marketing and customer analysis. An-
other theme showing a decaying pattern is association rule
mining, which keeps decreasing after its peak in 2000. In the
year 1999, there is very little work on mining web informa-
tion. This topic keeps growing in the following three years,
and drops a bit after its acme in the year 2002. Mining
from genes and biology data, as highlighted, keeps increas-
ing over the 6 years from a very low level to one of the
strongest themes. Theme 4, which covers time series and
other applications of clustering, shows an irregular pattern
before 2002 but remains stable after that.

There are also themes, such as classification (theme 5) and
clustering (theme 7, mostly theoretical aspect, especially
dimension reduction), which are somehow stable. Indeed,
the classification theme appears to be among the strongest
themes over the whole time line. Considering that several
themes (theme 3, theme 4, and theme 7) all cover clustering,
we may also infer that clustering is another major dominat-
ing theme in KDD publications.

5.4 Parameter Tuning

In our methods for ETP discovery, there are a few param-
eters that are meant to provide the necessary flexibility for a



| Theme 1 | Theme 2 | Theme 3 | Theme 4 Theme 5 Theme 6 Theme 7
marketing 0.0087 gene 0.0173 clustering 0.0082 set 0.0076 tree 0.0107 rules 0.0142 distance 0.0150
customer 0.0086 genes 0.0104 ‘Web 0.0070 series 0.0076 decision 0.0094 association 0.0064 objects 0.0094

models 0.0079 expression 0.0096 selection 0.0064 manufacturing 0.0066 classification 0.0086 support 0.0063 reduction 0.0071
customers 0.0076 probability 0.0081 user 0.0056 time 0.0065 itemsets 0.0061 rule 0.0060 clustering 0.0061

business 0.0048

time 0.0063

text 0.0050

clustering 0.0065

Bayes 0.0057

framework 0.0050

similarity 0.0052

no-show 0.0042

coherent 0.0058

distance 0.0048

test 0.0056

estimates 0.0052

outliers 0.0048

Euclidean 0.0050

‘Web 0.0041

microarray 0.0038

pages 0.0040

patterns 0.0050

probability 0.0052

useful 0.0040

dimensionality 0.0043

Table 6: Trans-collection themes extracted from KDD Abstract Data
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Figure 10: Normalized strength life cycles in KDD

user to control the pattern analysis results. We now discuss
them in some detail.

In the mixture model for theme extraction, Ag controls
the strength of our background model, which is used to “ab-
sorb” non-informative words from the themes. In general,
A should be set to reflect a user’s knowledge about the noise
(i.e., the non-informative common words) in the text stream;
the more noise we believe our data set has, the larger Ap
should be. Our experiments have shown that, in ordinary
English text, the value of Ap can be set to a value between
0.9 and 0.95. Within this range, the setting of Ag does not
affect the extracted themes significantly, but it does affect
the top words with the highest probabilities; a smaller Ap
tends to cause non-informative common words to show up
in the top word list. Parameter k represents the expected
number of subtopics in a subcollection. In our experiments,
we determine the number of themes by using a relatively
large k& and drop a theme j, if the value of ﬁ Zdeci Td,;
is significantly low.

Another parameter is the evolution distance threshold &.
This parameter has a “zooming” effect for the discovered
theme evolution graph. A tighter (smaller) £ would only al-
low us to see the strongest evolutionary transitions, whereas
a looser (larger) & would allow us to examine some weaker
evolutionary transitions as well.

Yet another parameter is the size of sliding window W,
which controls the amount of supporting documents when
computing the strength of theme 0 at time ¢ and affects the
smoothness of the life cycle curve. A small W introduces
less smoothing and would allow us to see the temporal pat-
terns in high resolution, but may also make it difficult to see
the overall trend. A larger W would give a smoother curve,
but may hide some interesting local variation patterns. Re-
garding the “report delay” problem in the news domain, a
reasonable value for W appears to be 7-15 days (3-7 days at
each side of time ).

6. RELATED WORK

While TTM has not been well studied, there are several
lines of research related to our work. For example, in Klein-
berg’s work on discovering bursty and hierarchical struc-
tures in streams [10], text streams are converted to tempo-
ral frequency data and an infinite-state automaton is used
to model the stream. Detection of novel topics and trends
in text streams has been studied by several researchers [3,
18, 19, 11, 13, 14], but their focus is to identify emerg-
ing trends rather than summarize the complete evolutionary
theme patterns in a given text stream as we do.

An interesting related work to our analysis of theme life
cycles is [16], where Perkio and others used a Multinomial
PCA model to extract themes from a text collection and
they used a hidden theme-document weight, which is similar
to mq,; in Section 3, to compute the strength of a theme.
The major difference between our work and theirs is that we
model the theme transitions in a context-sensitive way with
an HMM, which presumably captures the natural proximity
of similar topics better.

Text clustering is another well studied problem relevant
to our work. Specifically, the aspect models studied in [9,
20, 2] are related to the mixture theme model we use to
extract themes. However, these works do not consider tem-
poral structures in text. Nallapati and others studied how to
discover sub-clusters in a news event and structure them by
their dependency, which could also generate a graph struc-
ture [15]. A major difference between our work and theirs is
that they perform document level clustering, while we per-
form theme level word clustering. Another difference is that
they do not consider the variations of subtopics in different
time periods while we analyze life cycles of themes.

Since a theme evolution graph and theme life cycle can
serve as a good summary of a collection, our work is also
partially related to document summarization (e.g., [12, 1]).
Allan and others presented a news summarization method
based on ranking and selecting sentences obeying temporal
order [1]. However, summarization intends to retain the ex-
plicit information in text in order to maintain fidelity, while
we aim at extracting non-obvious implicit themes and their
evolutionary patterns.

7. CONCLUSIONS

Text streams often contain latent temporal theme struc-
tures which reflect how different themes influence each other
and evolve over time. Discovering such evolutionary theme
patterns can not only reveal the hidden topic structures, but
also facilitate navigation and digestion of information based
on meaningful thematic threads. In this paper, we pro-
pose general probabilistic approaches to discover evolution-
ary theme patterns from text streams in a completely unsu-
pervised way. To discover the evolutionary theme graph, our



method would first generate word clusters (i.e., themes) for
each time period and then use the Kullback-Leibler diver-
gence measure to discover coherent themes over time. Such
an evolution graph can reveal how themes change over time
and how one theme in one time period has influenced other
themes in later periods. We also propose a method based
on hidden Markov models for analyzing the life cycle of each
theme. This method would first discover the globally inter-
esting themes and then compute the strength of a theme in
each time period. This allows us to not only see the trends of
strength variations of themes, but also compare the relative
strengths of different themes over time.

We evaluated our methods using two different data sets.
One is a stream of 50 days’ news articles about the tsunami
disaster that happened recently in Asia, and the other is
the abstracts of the KDD conference proceedings from 1999
to 2004. In both cases, the proposed methods can gener-
ate meaningful temporal theme structures and allow us to
summarize and analyze the text data from temporal per-
spective. Our methods are generally applicable to any text
stream data and thus have many potential applications in
temporal text mining.

There are several interesting directions to further extend
this work. First, we have only considered a flat structure of
themes; it would be interesting to explore hierarchical theme
clustering, which can give us a picture of theme evolutions
at different resolutions. Second, we can develop a temporal
theme mining system based on the proposed methods to
help a user navigate the stream information space based
on evolutionary structures of themes. Such a system can
be very useful for managing all kinds of text stream data.
Finally, temporal text mining (TTM) represents a promising
new direction in text mining that has not yet been well-
explored. In addition to evolutionary theme patterns, there
are many other interesting patterns such as associations of
themes across multiple streams that are interesting to study.
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