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Boxi Jiang™, Mohammad Reza Amini*“, Yingqgian Liao", Kartik Naik ™,
Joaquim R. R. A. Martins™, and Jing Sun™, Fellow, IEEE

Abstract— Hydrokinetic turbine (HKT) controllers are tradi-
tionally optimized after determining physical turbine variables.
However, simultaneously varying controls and turbine shape by
considering the interactions between the control space and the
turbine shape can significantly enhance the system performance
in contrast to the conventional sequential design approach. This
article delves into this prospect by introducing a control co-
design (CCD) framework tailored for this simultaneous opti-
mization for a variable-speed HKT rotor. The proposed CCD
framework integrates a dynamic-hydrodynamic model that cap-
tures the intricate interplay between hydrodynamic performance
and control strategies for the HKT under time-varying flow
profiles. We systematically investigate cases with diverse control
constraints in a time-varying flow environment to explore the
coupling between the control space and the physical system.
We demonstrate the advantages of the CCD framework over the
conventional sequential design methodology through comparative
study cases. CCD optimization considering a single flow condition
leads to an overly specialized design that underperforms at other
off-design conditions. The stochastic nature of the flow thereby
highlights the need to account for a broader range of flow
speeds in the HKT design process. To address this challenge,
we introduce a multipoint CCD optimization that accounts
for the annual flow probability distribution. The multipoint
CCD approach demonstrates higher annual energy extraction
compared to optimizations based on a single flow condition.

Index Terms— Co-design, control co-design (CCD), hydroki-
netic turbines (HKTs), water current energy.

NOMENCLATURE

System efficiency.

Tip speed ratio.
Turbine angular speed.
Density of water.
Twist angles.
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c Chord lengths.
Cp Power coefficient.
E.o Relative variance in twist angles.

Relative variance in chord lengths.
i ith element of the turbine blade.

TakT Turbine inertia.

p(vy)  Probability density of the kth flow condition.
(0] Flow-induced torque.

r Radius of a turbine.

t Time.

u Control variable.

U max Upper bound of the control variable.
v Flow velocity.

AEP  Annual energy production.

BEM  Blade element momentum.

CCD  Control co-design.

HKT  Hydrokinetic turbine.

LCoE Levelized cost of energy.

MHK Marine hydrokinetic.

I. INTRODUCTION

ENEWABLE energy has become increasingly important

to meeting the growing energy demands. Among all the
forms of renewable energy, MHK energy has been recognized
as a promising one due to its availability, predictability, and
high energy density. Recent studies suggest that around 50 GW
of power can be produced from tidal currents in USA [1], [2],
plus an additional 32-GW power available from rivers [3] and
offshore ocean currents [4]. The power density of the current
MHK with 1.6-m/s flow speed can reach up to 2 kW/m?, much
higher than that of wind and solar power.

Among all hydrokinetic energy systems, HKTs attract sig-
nificant research attention. Myers and Bahaj [5] measured the
hydrodynamic forces for an HKT with 0.4 m radius in a
towing tank. The maximum power coefficient reached 0.45.
Chen et al. [6] tested the performance of a ducted turbine
in a marine-current environment and designed a tidal current
energy capture system with a floating platform. Thurlbeck
and Cao [7] developed a condition monitoring system that
provides maintenance guidance in harsh underwater envi-
ronments. Marine Current Turbines Ltd. [8] deployed HKT
systems of 1-MW power level for long-term operation.

Despite the extensive research efforts in the field, HKTs are
still not practical renewable energy sources, as no large-scale
HKT farm exists as of now. This reality can be attributed
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to multiple reasons, including harsh environment and costly
electricity transmissions [9]. Among them is the power effi-
ciency degradation when operating in a time-varying flow
condition. While HKT systems are highly multidisciplinary,
the design of an HKT is often performed sequentially. The
traditional design-then-control (sequential) approach focuses
on steady-state power efficiency during the design phase,
making it a challenge for control to track the maximum
power point in a time-varying flow condition. The initial
phase of exploration involves examining the rotor’s physical
design variables. Although the phase considers the coupling
between the hydrodynamic and structural strength, it does not
consider control and focus on the steady-state performance
of the system [10]. Once the physical design is determined,
the control design is conducted to optimize the transient
performance of the system [11]. In highly dynamic and
interactive systems such as HKT, the sequential design method
fails to capitalize on the synergy between the physical com-
ponents and the control system dynamics. This often leads
to less-than-optimal designs or excessively restrictive control
solutions.

Alternatively, the physical and control systems can be
designed in an integrated manner to mitigate the limitations of
the sequential design. This integrated multidisciplinary design
optimization (MDO) approach is referred to as control co-
design (CCD). The approach of CCD entails the concurrent
development of both system design and control variables and
offers advantages to renewable energy devices operating in
time-varying environments. Hence, this approach achieves the
optimal system-level performance and better tradeoff manage-
ment [12]. Multiple examples have shown the benefits of such
an approach to engineering problems [13], [14].

Recent CCD studies in the context of renewable energy sys-
tems have demonstrated notable advancements in enhancing
power production and reducing associated costs. Regarding
offshore wind turbines (OWTs), Deshmukh and Allison [15]
introduced a design methodology that integrates structural and
control system elements. Their approach, illustrated through
various case studies, showed substantial performance enhance-
ments compared to traditional sequential design methods.
Pao et al. [16] developed a co-design process considering
subsystems, including aerodynamics, structures, and control.
The work leads to a 25% reduction in the LCoE for a
13-MW wind turbine compared to the baseline three-bladed
upwind rotor. In the field of hydrokinetic energy devices,
Naik et al. [17] developed a CCD methodology to design a
hydro-energy kite. Coe et al. [18] conducted a conceptual
demonstration of CCD for a wave energy converter (WEC).
O’Sullivan and Lightbody [19] presented a CCD formulation
to optimize a complete wave-to-wire system.

While previous works on CCD for other renewable energy
structures provide valuable insights, the tools and results
cannot be directly applied to HKTs due to significant differ-
ences in their structures, hydrodynamic responses, and design
constraints. For instance, HKTs operate in harsh underwater
environments and typically do not have variable pitch con-
trol [6], which is a common feature in large OWTs. Also,
some HKTs consider a direct-drive configuration [20], which

IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY

connects the rotor directly to the generator without gearboxes.
While the direct-drive configuration has merits such as fewer
moving parts, lower maintenance, and higher reliability, it also
brings some challenges in terms of limited control authorities.
These unique characteristics highlight the need for a tailored
CCD framework for the HKTs, which, however, has not
been fully explored. While Hasankhani et al. [2] optimized
a buoyancy-controlled HKT with a nested CCD framework,
the research tackled a significantly different turbine system
(variable buoyancy) with the control objective being path
planning in a spatiotemporal flow. It remains an open topic to
explore the coupling between the HKT rotor design (defined
by discretized chord and twist profiles) and the control (defined
as generator load) for maximum power generation. Our pre-
vious work presents a CCD formulation for HKT and cases
where CCD outperforms the sequential method [21]. However,
the design flow condition dictates the physical designs. This
dependence leads to practical issues because the design needs
to operate in complex realistic conditions.

This article presents a CCD framework tailored for opti-
mizing the rotor design in HKT. It employs a model that
integrates both dynamics and hydrodynamics within the CCD
context, aiming to maximize energy production across various
time-varying flow profiles. We consider twist angles and
chord lengths defined at discretized rotor blade sections as
the physical design variables (see Fig. 1). The strategy of
open-loop optimal torque control is implemented to achieve
the highest power production from the HKT. This article
details and analyzes aspects such as the physical designs, state
and control trajectories, and power production outcomes. The
geometries and power outputs of CCD designs are evaluated in
comparison to those from sequential designs, under identical
flow profiles and control constraints. Findings indicate that
CCD approaches yield greater energy production when control
constraints are present, surpassing the performance of the tra-
ditional sequential (design-then-control) methodology. Given
that the flow velocity varies over a given year, a multipoint
CCD framework is developed based on the velocity probability
distribution, leading to a more efficient design with improved
annual energy production (AEP).

The contributions are threefold. First, CCD frameworks,
both single point and multipoint, are formulated for an
HKT employing open-loop optimal torque control. Second,
compared with a sequential design, a comprehensive perfor-
mance evaluation of the CCD results is carried out to reveal
dynamic-hydrodynamic interactions. Third, a multipoint CCD
is conducted to yield a more energy-efficient design based on
flow probability density for AEP maximization.

The rest of this article is presented as follows. Section II
introduces the problem formulations, including the design
objectives, control method, design variables, and assumptions
used in this study. Section III provides the hydrodynamic
and dynamic models along with the validations. Section IV
presents the CCD formulation for HKTs. Section V dis-
cusses the single-point CCD results and the comparison with
sequential designs. Section VI presents a multipoint CCD for
maximum AEP. Finally, Section VII summarizes the main
contributions with conclusions.
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Fig. 1. Blade geometry shows the physical design variables: twist angles
0 and chord lengths ¢ for each element. The foil elements of the blade are
illustrated with solid lines. The negative x-direction is the anticipated flow
direction, and the y-direction is along the turbine radius. 6 is the angle between
chord lengths and the xy plane.

TABLE 1

PARAMETERS OF BAHAJ’S HKT AND THE 5-kW BASELINE MODEL,
WHICH IS SCALED UP FROM BAHAJ’S HKT USING A FACTOR OF 3.5

Bahaj HKT [22] Model
Rated power (kW) 0.4 5.0
Rated flow speed (m/s) 1.7% 1.7
Rotor radius (m) 0.4 1.4
Reynolds number (-) 2 x 10° 8 x 10°
Number of blades (-) 3 3

* Maximum towing speed in the tests [22].

II. HKT OPTIMIZATION FORMULATION

In this section, we introduce the design optimization frame-
work of HKT. The objective of this study is to maximize the
energy production of an HKT with a time-varying flow con-
dition through rotor physical design and control. The turbine
considered is a direct-drive variable-speed fixed-pitch turbine
and targets a 5-kW rated power for microgrid applications.
Control authority is limited for such a system. The baseline
is a three-bladed horizontal axis HKT. The rotor blade of an
HKT was divided into different elements, as shown in Fig. 1.
The baseline model, control method, and design variables are
introduced in the following.

A. Baseline HKT Design

The baseline model is adopted from [22], for the HKT
developed and tested by Bahaj et al. [22]. The model is scaled
with a factor of 3.5:1 to have 5-kW rated power for microgrid
applications in remote areas [23]. The geometric scaling is
applied by linearly scaling the character length, including the
turbine radius and chord length distributions. The twist angle
distributions remain the same as defined by Bahaj et al. [22].
As a simplification, the model uses the same NACA63815
profile along the radius for its foil geometry. Table I lists
the parameters for both Bahaj’s turbine and the baseline HKT
model, including details such as dimensions and performance
characteristics. The Reynolds number is estimated by the
relative speed of the turbine blade at 70% foil span. As the
Reynolds number of the baseline turbine with 1.4 m diameter
is different from the reference turbine with 0.4 m diameter,
the foil drag polar and the power coefficient are recalculated
and compared to the reference turbine in Section III-A.

B. Open-Loop Optimal Control

Because the flow speed is time-varying, control is needed
for a variable-speed HKT to operate at its maximum power
point [24], defined by the physical design. In this article,
we focus on the best achievable performance (ceiling perfor-
mance) in CCD and choose open-loop optimal torque control.
The control optimizes the generator torque time profile to
maximize the power generation based on the given flow speed.
Open-loop control trajectory optimization assumes full knowl-
edge of the system without uncertainty and the environment
and represents the best possible performance. The control
authority is limited due to physical and operational constraints.
In Section V, we will present different scenarios that activate
the constraint on control load. Such a control assumes that
the inflow velocity is measured with sensors. The design of
real-time control is the step after the CCD to address the time
delays, feedback, sensor noise, and so on.

It should be noted the open-loop optimal control delineated
in this article is used to demonstrate performance potential for
the ideal case with full knowledge of flow speed and is not
practical for real-world applications. For practical applications,
feedback controls are more suitable for maximum power
tracking in the presence of disturbances and flow uncertainties.
CCD can also be performed within the closed-loop framework,
as shown in [25] and [26].

C. Design Variables

As shown in Fig. 1, the physical design variables consist of
the chord lengths ¢; (i = 1,2, ..., N) and twist angles 6; (i =
1,2,...,N), for the N segments in the HKT discretization.
According to Chica et al. [27], these physical design variables
are the key design variables for HKT rotor design and have a
significant influence on power production. In this study, we use
N = 9. The 9th segment is taken at the edge of the blade and
other sections are linearly distributed in the middle of the blade
with a step of 0.14 m, which is 10% of the HKT radius. The
turbine radius, the number of blades, and the foil geometry
are fixed to the baseline values in the optimization.

D. Design Assumptions

The assumptions made for the hydrodynamics, dynamics,
and control of the HKT system are summarized as follows.

First, the hydrodynamics are calculated with a constant
Reynolds number during the CCD optimization. Assumptions
are made that the power coefficient of the hydrofoil is not
sensitive to the Reynolds number within the range of oper-
ation. The changes in flow velocity and ¢ in the optimiza-
tion influence the Reynolds number and thus hydrodynamics.
As for a 1.4-m HKT studied in this work, the Reynolds
number is around 8 x 10°. Within such a range, the influence
of the Reynolds number on the power coefficient of the
rotor is minor as long as the change in Reynolds number
is small, according to the experiment results on a small-
scale propeller [28]. However, such a minor effect can be
computationally expensive to capture in optimization due to
its nonlinear characteristics.
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Second, the dynamic model is simplified by assuming a
rigid drive train. The assumption is valid and generally applied
in the modeling of a direct-drive turbine.

Third, the flow velocity and turbine rotational speed are
assumed to be measured with sensors. Such an assumption
is needed for the implementation of the open-loop optimal
control. This assumption can be relaxed with flow estimation
algorithms [29].

III. MODELING AND VALIDATION

The CCD of an HKT simultaneously solves for the optimal
control trajectory, the HKT’s states, such as the rotating
speed, and the corresponding flow-induced torque, which are
determined by physical design variables. In this article, the
hydrodynamics of HKTs are computed using the BEM [30]
theory. The details are introduced in Section III-A.

The dynamic model is simplified by assuming a rigid
drivetrain. Details are introduced in Section III-B.

Section III-C introduces the optimizer. We implement the
model in OpenMDAOQO, leveraging its modular approaches
and coupled derivative computation for system analysis and
optimization [31]. We use analytical derivatives for each com-
ponent. Using analytical derivatives and the coupled adjoint
method with gradient-based optimization enables efficient and
scalable design optimizations with many design variables.

A. Hydrodynamic Modeling and Tool Validation

In this study, the hydrodynamics of HKTs is modeled in a
quasi-static way. The power coefficient (Cp) is computed for
varying tip speed ratio (1) using the BEM-based CCBlade [32]
package. The lift-drag coefficient polar data were computed
with XFOIL [33]. First, to validate the hydrodynamic tools,
we computed the lift-drag coefficient polar data and Cp at
a Reynolds number of 2 x 10° for a 0.4-m HKT, which is
the same scale as in the tank test by Bahaj et al. [22]. Then,
we recomputed the polar data for the 1.4-m scaled model with
a Reynolds number of 8 x 10°. The flow transition was forced
at 2% of the chord for all angles of attack. The polar data
are then combined with the momentum theory to predict the
performance of the entire turbine. The flow-induced torque (Q)
and power (P) are calculated based on the polar data, the chord
length, the flow speed, and the turbine rotational velocity with
BEM. The power performance can be characterized further by
the relationship of the nondimensional parameters Cp and A.
As shown in Fig. 2, the Cp curves predicted from CCBlade
capture the trend and range reasonably well compared to the
experimental result, with the root-mean-square error being
0.013.

To validate the capability of instantaneous quasi-static
hydrodynamic modeling to capture system dynamics and pre-
dict energy extraction, the quasi-static BEM modeling was
also compared with a dynamic inflow modeling by Henrik-
sen et al. [34]. In contrast to quasi-static modeling where the
axial induced flow velocity v, settles instantly to the steady-
state value, dynamic inflow modeling considers the temporal
development of v, using the first-order filter, which more
accurately captures the wake effect in a time-varying flow.
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Fig. 2. Comparisons of Cp between BEM results and Bahaj’s tank test
results. The BEM result for the 0.4-m-radius (r) HKT is calculated with a
Reynolds number of 2 x 10°, while the 1.4-m-radius HKT is calculated with
a Reynolds number of 8 x 10°.
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Fig. 3. Comparisons on turbine rotating speed, induced velocity, control
trajectory, and fluid-induced torque between quasi-static and dynamic inflow
modeling. Both models converge to the same steady-state performance and
the difference in energy production is 1.1%.

The turbine performance with these two different flow
modelings is compared at a step inflow condition, which is
defined as v = 1.5 + 0.2H(t — 20) m/s, where H(t) is
the Heaviside step function. Due to the numerical difficulty
in finding the optimal control trajectory in such extreme,
nonsmooth inflow conditions, a quadratic (“kw?*”) feedback
control [35] is applied here only for model validation purposes.
The results are shown in Fig. 3. As expected, both models
converge to the same steady-state performance. Also, because
the modeling of induced velocity differed when the flow
velocity changed, the angle of attack was different between
the two models. However, such a difference leads to minor
changes in the rotating speed @ and the flow-induced torque
Q. Consequently, the predicted energy production difference
between the quasi-static and dynamic inflow model is 1.1%
for a 40-s simulation. Due to the minor difference in the
power generation and the control trajectories, the quasi-static
hydrodynamic model is used in the CCD formulation for
simplicity and computational efficiency.
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B. Rotor Dynamic Modeling

This study employs a simplified turbine dynamic model that
assumes the drivetrain to be rigid and the associated energy
loss to be negligible. The rotor dynamics are formulated as
follows:

Iikr(ci)o = Q —u (D

where w is the rotor rotating speed, @ is the rotor rotating
acceleration, Iyt is the HKT inertia determined by ¢;, and u
is the generator electromagnetic torque. The rotor drives the
generator to rotate. The generator’s electromagnetic torque acts
as a counterforce that affects the acceleration and, hence, the
HKT’s rotational speed. We select u as the control variable
in this article because its amplitude can be controlled through
advanced power electronics and devise-level control systems.
Due to the direct-drive configuration, the generator has the
same rotational speed as the HKT rotor. Assuming constant
generator electrical efficiency, the power (P) from the gener-
ator can be characterized as

P =uw. 2

Assuming constant generator electrical efficiency, we focus on
this power for CCD design.

C. Optimizer

CCD involves finding the optimal trajectory to fulfill the
dynamic equations shown in (1). This is implemented by
imposing defects constraints, calculated by the differences
between the dynamic equations and the collocation trajectory
at each time spot.

We use SNOPT [36], a sparse sequential quadratic pro-
gramming package, as the optimizer. The exit condition is set
with the optimality and feasibility tolerance below 10~ for
all optimizations. The optimization setup and postprocessing
are done using pyOptSparse, a common Python interface for
constrained optimization [37].

IV. DESIGN OPTIMIZATION APPROACHES

To investigate the pros and cons of the CCD approach,
we compared HKT optimization using two approaches. One
is the conventional sequential design optimization approach
used for benchmarking, and the other is CCD. For CCD,
we investigate both single-point CCD and multipoint CCD.

A. Sequential Design and Optimization Formulation

The sequential design optimizes the design variables for
each discipline in turn [38, Sec. 13.1]. The sequential design
process for our example is shown in Fig. 4. The methodology
comprises two phases: optimization of the physical design and
development of an open-loop optimal control. The physical
design optimization maximizes Cp by varying twists 6; and
chords ¢;.

The design optimization formulation is defined as

max Cp
ci,b;

st.00lm<¢ <1m,i=12,...,N

v : Flow velocity (time-varying)

Fig. 4.

Tlustration of the sequential HKT design-control process. The
physical design parameters are decided in the design phase.

—30°<6; <30° i=1,2,...,N. 3)

Once problem (3) is solved, the physical geometry is fixed.
In the second step, the optimal control is determined to
maximize the electrical energy production for the time period
[0, ¢]. The generator efficiency term is assumed to be constant
and is neglected in optimizing the control trajectory.

The optimal torque control problem is formulated as

t
max J =/ uwdt
upo.n 0
O—u

Inkr
0= h(@l-*, i, v, a))
0 = Uuo,1 =< Umax

0<w €]

s.t.w =

where v is the flow velocity, un,x is the upper bound of the
control load, Q is a function of the fixed physical design
variables (c/ and 6) and state variables (v and ), and J
is defined to be the total electric power generation according
to the model in Section III-B.

As the HKT is designed to rotate in one direction, it is
constrained to have a nonnegative rotating speed. We used the
third-order Legendre—Gauss—Lobatto collocation to discretize
the continuous control trajectory at a set of points equally
distributed in time. With such a method, the original co-design
problem is converted into a finite-dimensional nonlinear pro-
gramming problem in Dymos [39], with state and control at
each time point treated as design variables. Also, the ordinary
differential equations that govern the dynamic models are
solved by enforcing nonlinear constraints at each time point.

B. Control Co-Design

CCD represents the application of the MDO that optimizes
all disciplines simultaneously to obtain the best possible over-
all design [38, Sec. 13.1]. As shown in Fig. 5, CCD employs a
coupled model consisting of hydrodynamic analysis and rotor
dynamics that involve optimal torque control. In this article,
two different CCD formulations, single-point CCD and multi-
point CCD, are investigated and introduced in Sections IV-B1
and IV-B2.

1) Single-Point CCD: The single-point CCD considers a
single time-varying flow profile. The single-point CCD opti-
mization problem is formulated as

t
max J:/ uwdt
¢i,0i U0, 0
0—u

TInkr

s.t.w =
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v : Flow velocity (time-varying)
Hydrodynamic | Q@ = h(6; ¢, v, w)
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Rotor dynamics t
. Q0-u —] = f uw dt
= 0
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Fig. 5. Tllustration of the HKT CCD framework.

00lm<¢<Im, i=12,...,N
-30°<6; <30°, i=1,2,...,N

0 < wup,7 < tmax

Ozw (5)

where Q is a nonlinear function of ¢;, 6;, v, and w. The design
problem and the hydrodynamics involved are so complex
that convexity or, the lack thereof, cannot be established
analytically or numerically. Therefore, we use a physically
feasible solution (the Bahaj model) as the initial guess.

2) Multipoint CCD: To yield a more efficient design when
average over the year, a multipoint CCD formulation is pro-
posed and implemented. The target is to maximize a weighted
sum energy output with a total of M different time-varying
flow profiles. The multipoint CCD formulation is given by the
following equation:

M t
J= ij/ uwdt
=t 70

max
¢i,0;,u[0,1)
. QO—u
S.t. w =
TInkr

Q =h(0;,ci,v,w)

00lm<¢ <1lm, =
—-30° < 6; < 30°,
0 < ujo,n) < tmax
0<w (6)

where M is the number of the flow profiles investigated, j
is the index of the flow profile, and f; is the corresponding
weighting parameter. In this study, the weighting for different
flow profiles is decided by the probability distribution of the
flow velocity at a given application site. The objective value
is an indicator of AEP.

V. COMPARISONS BETWEEN SINGLE-POINT CCD AND
SEQUENTIAL METHOD

We first compare CCD and sequential approaches to demon-
strate the CCD benefits and when CCD designs outperform
their sequential counterparts. We investigated case studies in
two scenarios for CCD with or without upper bounds on the
control load illustrated. For all the calculations, the initial
rotational speed of the turbine is fixed at 6.9 rad/s, which
is the steady-state rotational speed of the baseline geometry
at its rated speed. The outcomes of the CCD approach are
evaluated in comparison to those from sequential designs
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Fig. 6. Comparison between HKT physical design variables optimized with
CCD, optimized with the sequential method, and baseline geometry. The upper
bound of the control load is assumed to be infinity.

and a baseline model, ensuring identical constraint and flow
conditions for each comparison. We report and discuss the
details of the comparison, including the physical designs,
optimal control trajectory, HKT rotating speed, and energy
production. We consider two scenarios in this study. In the first
scenario, we make an assumption that there is no upper bound
on the control load, denoted as uy,x = oo. The unlimited
control authority assumption is impractical. The purpose is to
better understand how the physical and control design spaces
are coupled. In the second scenario, the upper bound on the
control load is uy,x = 700 Nm, which is within the range of
control loads for direct-drive HKT systems with similar rated
power.

A. Scenario 1: No Constraint on the Control Load

For both CCD and sequential optimization, the scaled HKT
model presented in Section II serves as the baseline and initial
geometry. We begin by studying the cases with a sinusoidal
flow profile v = 1.5+ 0.2sin(0.25¢) m/s. The simulation span
is 90 s. The final optimized geometry is shown in Fig. 6. The
CCD design exhibits a minor deviation from the sequential
method. This is quantified by the relative error in chord
lengths, E,c, defined as E,. = ((”Cseq - CCCD”Z)/(”Cseq”Z))»
be 0.02. Similarly, the relative error in twist angles,
(Erp), defined as E, g = ((|6seq — Occpll2)/ (165eqll2)), be
0.03. The physical significance can be further explained by
examining the A history shown in Fig. 7. In the scenario
without an upper limit on the control load, the optimal torque
control strategy successfully identifies control trajectories
that consistently maintain the optimal tip speed ratio.
Therefore, one can design the physical system first and
then optimize the performance through control. The physical
design optimization process is decoupled from the control
optimization.

The control trajectories resulting from the two design
approaches, as shown in Fig. 7, have a great similarity.
Transients can be observed at both the beginning and the
end of the trajectory. The initial results from the fact that the
system has a fixed initial starting velocity. The starting velocity
cannot be left as a design variable. This is due to the fact that
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Fig. 8. Comparisons on Cp of physical geometries optimized with CCD,

Fig. 7. HKT rotating speed, tip speed ratio, and control load with CCD,
sequential design with optimal control, and baseline with optimal control.
A sinusoidal flow profile is applied. The upper bound of the control load is
assumed to be infinity.

TABLE I

ENERGY PRODUCTION: BASELINE GEOMETRY WITH OPTIMAL TORQUE
CONTROL, SEQUENTIAL DESIGN WITH OPTIMAL TORQUE CONTROL,
AND CCD. THE UPPER BOUND OF THE CONTROL LOAD IS
ASSUMED TO BE INFINITY

Design method Energy Improvement
&J) (%)
Baseline 468.58 0
Sequential 479.55 +2.3
CCD 479.57 +2.3

the initial speed decides the initial kinetic energy stored in the
turbine and will always go to the upper bound if left as a design
variable. The numerical issue (breaking point) at the end of
the simulation is a result of the finite-horizon optimal control
approach used in our calculations. The period of interest
is set to a fixed duration. The optimization results do not
account for power generation beyond the time window, and the
trajectory at the end tends to exhibit different characteristics.
The generated energy is shown in Table II and compared
to that of the baseline design. An improvement of 2.6% in
energy production is obtained compared to the baseline. Such
improvement comes from the enhancement in the steady-state
power coefficient. Fig. 8 shows the Cp values for both the
baseline and optimized geometries. The baseline geometry has
the maximum Cp of 04590 at A = 5.99. The optimized
geometry obtained with the CCD approaches has Cp =
0.4718 at A = 6.67. The optimized geometry obtained with
the sequential optimization has Cp = 0.4718 at A = 6.78.

To access the sensitivity of CCD and sequential designs
to changes in flow profile, we optimize the designs using
a different ramp flow profile: v = 1.6 — 0.2(0.85)" m/s.
Fig. 9 shows the final CCD design using the ramp flow profile
converges to a similar geometry as the design optimized with
the sinusoidal flow profile. As shown in Fig. 10, the control
trajectories are also similar between the sequential design and
the CCD design.

When there is no constraint on control load, the optimal
torque control is able to maintain optimal A and peak Cp
regardless of the flow profile.

optimized with the sequential method, and baseline geometry. The upper
bound of the control load is assumed to be infinity.

-------- Baseline
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0.06
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Fig. 9. Comparison between HKT physical geometry optimized with CCD
based on a sinusoidal flow profile, optimized with CCD based on a ramp flow
profile, optimized with a sequential method, and baseline geometry. No upper
bound of the control load is imposed.
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Fig. 10. HKT rotating speed, tip speed ratio, and control load with CCD,
sequential design with optimal control, and baseline with optimal control.
A ramp flow profile is applied. No upper bound is imposed on the control
load.

B. Scenario 2: With a Constraint on the Control Load

Case studies on HKT design optimization are conducted
using both the CCD methodology and a sequential approach.
These studies impose an upper limit on the control load, set
at Umax = 700 Nm. The scenarios under examination utilize
identical sinusoidal flow profiles as outlined in Scenario 1.
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Fig. 11. Comparison between HKT physical design variables optimized with
CCD, optimized with the sequential method, and baseline geometry. The upper
bound of the control load is 700 Nm.
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Fig. 12. Comparisons on Cp of physical geometries optimized with CCD,
optimized with the sequential method, and baseline geometry. The upper
bound of the control load is 700 Nm.

Fig. 11 displays the optimized physical geometries and the
corresponding distributions of twist angle and chord length.
CCD produces a different physical design than the sequen-
tial method. With the flow condition and control constraint
described, the CCD design has a shorter chord length and
smaller twist angle compared to the sequential approach.
As shown in Fig. 12, CCD achieves a maximum power coef-
ficient of 0.4677 at a higher tip speed ratio A = 8.2. Because
the sequential process does not consider control constraints in
physical design optimization, the optimized physical geometry
is the same as in Scenario 1.

The HKT rotating speed and control responses of different
designs are shown in Fig. 13. Since CCD optimizes the phys-
ical geometry variables and control load trajectory simultane-
ously, the control load constraint affects the physical design.
Consequently, the CCD design operates at a higher speed
than the sequential design, resulting in a shorter period during
which the system operates at the upper bound of the control
load. Although the CCD design has a similar maximum Cp to
the sequential design, it achieves a 4.8% higher overall energy
output than the baseline, higher than the 2.8% improvement
achieved by the sequential design (Table III). This difference
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Fig. 13. HKT rotating speed, tip speed ratio, and control load with CCD,
sequential design with optimal control, and baseline with optimal control.
A sinusoidal flow profile is applied. The upper bound of the control load is
700 Nm.

TABLE III

ENERGY PRODUCTION AND COMPUTATIONAL FOOTPRINT: BASELINE
GEOMETRY WITH OPTIMAL TORQUE CONTROL, SEQUENTIAL DESIGN
WITH OPTIMAL TORQUE CONTROL, AND CCD. THE UPPER
BOUND OF THE CONTROL LOAD Is 700 Nm

Design Energy Improvement Computation
Method (kJ) (%) Time (s)
Baseline 454.85 0 191
Sequential ~ 467.65 2.8 446
CCD 476.63 4.8 2948

in physical designs, however, is not observed in the case
studies without constraint on control load in Section V-A.
The cross-comparisons between the case studies shown in
Sections V-A and V-B indicate that the control constraint leads
to a coupling between control and design spaces. With this
coupling present, CCD finds the optimal design that is not
achievable with the sequential method. It is important to note
that while CCD expands the search space, its computational
footprint is higher than that of the sequential design process.
The computational footprint shown in Table III is based on
simulations performed on a desktop computer with a 3.4-GHz
AMD Ryzen 5950X processor and a serial setup.

Furthermore, different initial guessed values for the physical
design variables for the optimizer were tested for both CCD
and the sequential design to ensure that the optimization result
did not “stuck” at any local optimum. No multiple local
minima are observed in the case studied.

The sensitivity of CCD to flow profiles, considering the
upper bound of the control load, is investigated with a ramp
flow profile: v = 1.6 — 0.2(0.85)" m/s. Fig. 14 illustrates that
CCD designs converge to different geometries based on the
flow profiles. The control loads and turbine rotating speed
are shown in Fig. 15. Because the control trajectories differ
for various flow profiles, the coupling requires adjusting the
design space for optimality. Thus, the CCD physical design is
sensitive to the flow condition, which leads to practical issues
as the physical design cannot change once manufactured.
Further investigations are needed for CCD to consider possible
flow profiles to produce the final design.
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Fig. 14. Comparison between HKT physical geometry optimized with CCD
based on a sinusoidal flow profile, optimized with CCD based on a ramp
flow profile, optimized with a sequential method, and baseline geometry. The
upper bound of the control load is 700 Nm.
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Fig. 15. HKT rotating speed, tip speed ratio, and control load with CCD,
sequential design with optimal control, and baseline with optimal control.
A ramp flow profile is applied. The upper bound of the control load is 700 Nm.

In the previous examples, we focus on demonstrating the
concept and insights. The sinusoidal and ramp inflow pro-
files simplify the problem setup and reserve the problem
characteristics to focus our attention on the findings of the
CCD approach comparison. In the following calculations,
we look into the design optimization problem through a profile
characterized by the flow speed data of the Cape Cod Canal
from NOAA [40]. The flow speed data are first approximated
with the sum of two sinusoidal functions due to the poor
performance of the collocation method with nonsmooth inputs.
The results are shown in Fig. 16. Furthermore, the flow speed
data are shown for 12 h. The CCD only considers a 3-h
duration due to the computation consideration. Due to the
symmetry property of the flow profile, one would expect the
result to be similar. The geometry design optimization results
from the CCD are shown in Fig. 17. With CCD, the optimized
turbine generates 5.9 x 107 J of energy, which corresponds
to a 5.46-kW power generation. The corresponding control
trajectory and o history are shown in Fig. 18.

VI. MULTIPOINT CCD FOR AEP MAXIMIZATION

The result in Section V indicates that the CCD designs opti-
mized with different flow profiles differ from each other with
active control constraints. For CCD to yield a single optimal
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Fig. 17. Comparison between HKT physical design variables optimized with
CCD, optimized with the sequential method, and baseline geometry. The flow
profile is characterized based on the Cape Cod Canal.
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Fig. 18. HKT rotating speed, flow-induced torque, and control load with
CCD. Flow profile from the Cape Cop Canal is applied. The upper bound of
the control load is 700 Nm.

design for different flow profiles, we perform a multipoint AEP
maximization. Case studies are conducted using simplified
annual probability distributions of flow velocity at a given
application site. CCD designs and AEP are then compared.
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river [41].

Annual surface flow speed probability distribution, Mississippi

TABLE IV

FLow USED IN MULTIPOINT CCD OPTIMIZATION
Flow Weighting Power Weighted
velocity  Parameters density power
(m/s) ) (W/m2)  density
0.9 0.33 373 123

12 0.23 885 204

1.5 0.17 1,729 298

1.7 0.15 2,518 377

2.0 0.12 4,100 471

A. Comparative Case Studies: Sequential Design,
Single-Point CCD, and Multipoint CCD

Comparative case studies are conducted between the
sequential design (introduced in Section IV-A), single-point
CCD (introduced in Section IV-B1), and multipoint CCD
(defined in Section IV-B2) under the same control constraint
Umax = 700 Nm. After the physical design is decided, control
is optimized to maximize the energy output for each flow
profile to calculate the annual energy generation with multiple
flow conditions. The cases are investigated with a sinusoidal
profile, defined as v = v, + 0.1sin(0.1¢) m/s, for a time span
of 120 s. The averaged velocity (v,) is selected based on
the site information. In this study, the HKT is designed with
the Mississippi River as a target site. The annual probability
distribution of the flow velocity for the site is shown in Fig. 19.
Based on probability and power density, we selected flow
velocities from 0.9 to 2.1 m/s, with a step size of 0.1 m/s. The
weighting parameters ( f;) used in the multipoint CCD calcula-
tion are the probability distribution data. Details, including the
weighting parameters (probability), power density ((1/2) pvd),
and weighted power density defined as the production of the
probability and power density, are listed in Table IV.

Five single-point optimizations are conducted for five repre-
sentative profiles with averaged velocities of 0.9, 1.2, 1.5, 1.7,
and 2.0 m/s. Among them, the 0.9-m/s flow has the highest
probability. The 1.2- and 1.5-m/s flow speed represents a
below-rated working region. The 1.7-m/s flow speed represents
a rated working region. Also, 2.0-m/s flow represents an
over-rated working region. The single-point optimizations are
referred to as single-points 1-5 in the rest of this article,
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Fig. 20. Comparison between the designs resulted from single-point CCD
and multipoint CCD.

corresponding to each row of the flow profiles in Table IV
used in the optimization. After the physical design is decided,
the AEP is computed using the full velocity probability
distribution spectrum. The AEP is calculated as [41]

8766 1 .
AEP =n——=pA > C,()vipw) [kWh]  (7)
k=1

1000 2

where 1 is the efficiency (considering availability, drive-train
loss, and electrical loss), which is set to 84% [23]. In (7), A is
the HKT swept area and p(vy) is the probability density of the
kth flow velocity v in the flow speed probability distribution.
Due to the limited control authority, Cp cannot maintain a
peak value with high inflow velocity and thus is a function of
V. In this study, the AEP is calculated with an HKT cut-in
speed of 0.5 m/s and a cut-out speed of 2.3 m/s. This range
covers over 98% of the total distribution.

As shown in Fig. 20, the multipoint CCD results in a
physical design different from the one optimized using single-
point CCD. Although the 0.9-m/s flow has the highest prob-
ability density and, thus, the largest weighting parameter in
the optimization, it is shown that the chord length and twist
angle distribution from the multipoint CCD is between those
optimized with single-point optimizations using 1.7- and 2.0-
m/s inflow profiles. Although the two flow profiles have a
relatively lower probability, the higher average speed results in
a relatively higher weighted power density, contributing more
toward energy production. One can also observe that the first
two single-point CCD optimizations with relatively slow flow
profiles (0.9 and 1.2 m/s) have similar optimized physical
design variables. This is because the control constraints are
not active. Therefore, these two single-point optimizations
converge to the same physical geometry.

Comparisons are also made on AEP, as shown in Table V.
For the baseline case, we perform optimal control and compute
the sum of the power output with all five flow profiles.
The results show that the multipoint CCD optimization leads
to the highest weighted energy production among all CCD
cases. The multipoint case has 9.47% higher energy production
than the baseline physical geometry using open-loop optimal
torque control. The multipoint case has 6.95% higher energy
production compared with the case when an optimal control
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TABLE V

COMPARISONS OF AEP BETWEEN SEQUENTIAL, SINGLE-POINT CCD,
AND MULTIPOINT CCD

Optimization AEP Improvement
formulation (kWh) (%)
Baseline 27,245 -
Sequential 27,932 2.52
Single-point 1 27,745 1.84
Single-point 2 27,776 1.86
Single-point 3 28,442 4.39
Single-point 4 29,446 8.08
Single-point 5 29,615 8.70
Multipoint 29,804 9.47
TABLE VI

DETAILED COMPARISONS ON THE ENERGY PRODUCTION BETWEEN
“SINGLE-POINT 5” CCD AND MULTIPOINT CCD

Flow velocity Energy output, Energy output,

range Single-point 5 Multipoint
(m/s) (kWh) (kWh)
0.5-1.1 3,593 3,687
1.2-1.5 6,296 6,465
1.6-1.9 10,331 10,596
2.0-2.3 9,388 9,075

is applied to the HKT designed with the sequential method.
Based on the annual energy consumption statistics [42], the
average annual electricity consumption per residential cus-
tomer was 10791 kWh in 2022. If 100 units of 1.4-m-radius
turbine are deployed, the baseline design, sequential design,
and CCD design will support 252, 259, and 276 residential
customers, respectively. Note that for the sequential design,
the effects of the flow speed on the design result from
changes in the Reynolds number. Given the assumption listed
in Section II-D, the effect is rather minor, and the multipoint
sequential design will be identical to the single-point sequen-
tial design. The results illustrate the advantage of multipoint
CCD in finding the optimal design and equivalently maxi-
mizing the AEP that could not be reached with a single-
point approach. Another observation is that among the five
single-point CCD optimizations, “single-point 5,” which uses
a 2.0-m/s flow profile in the design optimization, has the
second-best energy production. This is because the 2.0-m/s
flow has the largest weighted power density, as shown in
Table IV. As shown in Table VI, the total energy breakdowns
are compared regarding different flow velocity ranges between
sequential, multipoint CCD, and “‘single-point 5.”

The multipoint CCD design outperforms the single-point
CCD design optimized at the other flow conditions, except
at 2.0-2.3-m/s flow velocity, which is around the design
point for the single-point CCD. The multipoint design will
perform worse than the single-point result designed at that
specific condition. However, HKT operates at varying inflow
conditions, and hence, the balance between different operating
conditions should be considered to achieve the overall optimal
performance.

We also compare the torque and rotational speed informa-
tion of the baseline, the sequential design, and the multipoint
CCD. The results are shown in Fig. 21. The multipoint CCD
design has a relatively higher rotational speed and reduces the
requirements for control load.
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N 400t
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Fig. 21.  Torque and rotational speed information of the baseline, the
sequential design, and the multipoint CCD.

Despite the fact that the current CCD formulation leads to
a different design and a higher AEP value, such a method
has its limitations. First, the current collocation method treats
the control load at each time spot as a design variable,
which significantly increases the complexity of optimiza-
tion. A computationally efficient strategy is needed to count
for a year-long simulation time to further scale the design
optimization. Second, the current design formulation has an
energy maximization problem as the cost function. This is
generally used both in industry and scientific research when
the model for cost in maintenance, manufacturing, operation,
and deployment is not available. Directly addressing the cost
of energy in the optimization with proper capital and oper-
ational expenditure models would provide more meaningful
insights into the industry. Finally, the work either assumes
the flow profile is measured or uses discrete flow speed
characterization. Such a method ignores some of the stochastic
nature, such as the seasonal characterization. Potential future
directions are: 1) to validate the concept with more realistic
inflow profiles; 2) to investigate more computationally efficient
control parametrization in CCD; and 3) to develop a more
robust CCD formulation.

VII. SUMMARY AND CONCLUSION

This article introduces a CCD framework for an HKT rotor
design. The CCD framework integrates dynamic and hydrody-
namic models and optimizes energy production across various
time-varying flow profiles. A thorough comparative analysis
was conducted between the CCD approach and the sequential
design method to demonstrate the benefits of exploiting the
coupling between physical and control spaces through CCD.

The result shows that with no control constraint, there is
no coupling between physical variables and control. Under
such circumstances, both the sequential design optimization
and CCD result in the same design and energy generation.
On the other hand, when a control constraint is present, there
exists a coupling between physical design and control. Under
such circumstances, the CCD leads to improved performance
compared to the sequential design method. By comparing CCD
results obtained with different flow conditions, we found that
the CCD design is sensitive to the flow condition. A multipoint
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CCD formulated based on a flow probability density distribu-
tion was used to maximize AEP. The multipoint CCD design
outperforms the single-point design, achieving higher overall
energy extraction in terms of AEP. The optimization studies
demonstrate that the multipoint CCD strategy is essential for
determining the physical design of complex systems such as
HKTs that operate in varying flow conditions.
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