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Real-time collaboration between a requester and crowd workers expands the scope of tasks that crowd-
sourcing can be used for by letting requesters and crowd workers interactively create various artifacts (e.g., a
sketch prototype, writing, or program code). In such systems, it is increasingly common to allow requesters
to verbally describe their requests, receive responses from workers, and provide immediate and continuous
feedback to enhance the overall outcome of the two groups’ real-time collaboration. This work is motivated by
the lack of a deep understanding of the challenges that end users of such systems face in their communication
with workers and the need of design implications that can address such challenges for other similar systems. In
this paper, we investigate how requesters verbally communicate and collaborate with crowd workers to solve
a complex task. Using a crowd-powered UI design tool, we conducted a qualitative user study to explore how
requesters with varying expertise communicate and collaborate with crowd workers. Our work also identifies
the unique challenges that collaborative crowdsourcing systems pose: potential expertise differences between
requesters and crowd workers, the asymmetry of two-way communication (e.g., speech versus text), and the
shared artifact’s concurrent modification by two disparate groups. Finally, we make design recommendations
that can inform the design of future real-time collaboration processes in crowdsourcing systems.
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1 INTRODUCTION
In recent years, interactive crowdsourcing systems have been designed that allow end users to send
requests directly to crowd workers, and to continuously collaborate with them in real time [32, 35].

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the
full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored.
Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee. Request permissions from permissions@acm.org.
© 2018 Copyright held by the owner/author(s). Publication rights licensed to Association for Computing Machinery.
2573-0142/2018/11-ART104 $15.00
https://doi.org/10.1145/3274373

Proc. ACM Hum.-Comput. Interact., Vol. 2, No. CSCW, Article 104. Publication date: November 2018.

https://doi.org/10.1145/3274373
https://doi.org/10.1145/3274373


104:2 Lee et al.

In such systems, requesters can verbally communicate with workers to request various tasks—
ranging from accessibility assistance to writing software—and researchers have developed a number
of crowd-powered systems to enable this novel collaborative model [3, 7, 8, 38, 40, 45, 49]. This form
of direct and natural interaction between a requester and crowd workers in real time minimizes
the limitations of microtask crowdsourcing workflows, where a task needs to be broken down
into context-free microtasks and the responses aggregated afterward [46]. Real-time collaboration
between requesters and workers is useful in expanding the application of crowdsourcing to broader
domains, allowing workers to help solve open-ended tasks whose steps are unknown in advance
and may change during the process.

While this mode of end users directly collaborating with crowd workers unlocks new opportuni-
ties for crowdsourcing, it introduces new set of challenges for requesters beyond mere unfamiliarity
with such collaboration. This is because the characteristics unique to crowdsourcing—ubiquity,
scale, transiency, and anonymity—make using crowd-powered systems different from simply col-
laborating with other users via real-time groupware. Specifically, designing crowdsourcing systems
that leverage direct interaction entails an inherently asymmetrical structure between a requester
and crowd workers in multiple ways: scale, roles, expertise, communication channels, and user
interfaces. Such differences and imbalances are embedded in interactive crowd-powered systems
and pose new design challenges beyond those addressed in real-time groupware design [20]. How-
ever, the current body of research in real-time crowd-powered systems has focused on developing
interactive crowdsourcing systems for specific domains, in which the system that enables workers
to resolve certain types of tasks is the main contribution [3, 7, 8, 38, 40, 45, 49]. Furthermore, the
validation process of such systems is often focused on the crowd’s ability to complete the central
task, holding the requester constant throughout each trial in order to control for variance among
requesters [11, 38, 45]. As a result, we lack sufficient understanding of the challenges that requesters
have as end users of interactive crowdsourcing systems in general. This work focuses on examining
the requester side of crowdsourcing.
The goal of this paper is to better understand the challenges that are present when a requester

directly collaborates and verbally communicates with crowd workers in real-time collaborative
crowdsourcing systems, and to formulate design recommendations from the findings for future
interactive crowdsourcing systems. In crowdsourcing systems, requesters are those who specify
tasks for crowd workers. Crowd workers then choose and complete the tasks that are available
through crowdsourcing platforms, such as Amazon Mechanical Turk [1]. Requesters generally
have less control over who will do the tasks, and less direct interaction with the workers, than
the traditional recruitment processes. This inherently transient nature of crowdsourcing poses a
set of challenges that are not present in an existing real-time groupware. In addition, designing a
single system for two disparate groups—requesters and workers—may require different approaches
for each group, which can create unforeseen challenges. In particular, we are initially motivated
by the following questions: Q1) How do requesters find and understand the benefits of real-time
collaboration in crowdsourcing and engage with workers (5.1)? Q2) How do potential asymmetry
of expertise, roles, or communication channels between a requester and crowd workers impact
their communication and collaboration (5.2,5.3)? Q3) What particular challenges do requesters and
workers face in collaboration (5.4,5.5)? Our findings can contribute to improving existing systems
and informing the design of future interactive crowdsourcing and mixed-initiative systems (6).

To answer these questions, we conducted a user study investigating how requesters collaborate
and communicate with workers via an interactive crowdsourcing system. We chose to use an
existing crowd-powered system, Apparition, which allows requesters to create sketch prototypes
of graphical user interfaces with crowd workers [38, 45]. In this study, an end user (requester) is
asked to verbally describe and draw a GUI sketch; crowd workers behind the scene listen to the
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description and view the sketch, and create a refined GUI in real time. While the authors of previous
works focused on building and validating systems to enable crowd workers to effectively create
an interactive graphical user interface prototype [38, 45], in this study we focus on how various
requesters use the system and collaborate with workers.
Our core contributions are valuable beyond the scope of crowd-powered design tools, derived

from a qualitative analysis using questionnaires, interviews, and observations. The system and
task in this study involve common components of real-time collaboration in crowdsourcing: a
requester, crowd workers, an artifact (sketch), visual context (canvas) that is shared remotely, and
communication channels (voice/chat). This structure is found in many crowdsourcing systems that
involve real-time collaboration between a requester and crowd workers, allowing us to generalize
our design recommendations. A summary of our findings is as follows:

• Requesters actively collaborate with workers and understand the benefits of working with
them in real time (5.1).

• Expert requesters may speak in a style that makes it difficult for crowdworkers to comprehend
their requests (i.e., be less descriptive, use more jargon) (5.2).

• The asymmetry in communication modalities (speech versus text) causes confusion (5.3).
• Sharing the visual context was not enough to effectively coordinate collaboration (5.4).
• Speaking rates vary among individuals; rapid speech may result in a backlog of requests (5.5).

The design recommendations drawn from the study contribute to the broader goal of enhancing
the design of crowdsourcing systems that can facilitate effective real-time communication between
requesters and crowd workers.

2 RELATEDWORK
Crowdsourcing has been effective in resolving complex tasks that computers alone cannot automate.
The most established approach to crowdsourcing involves breaking the task down into microtasks
that non-expert crowd workers can solve independently [46]. This method is effective in settings
where the problem solving process is known ahead of time and immediate feedback is not necessary,
but has limitations in addressing “complex” tasks, where tasks cannot be as clearly and rigidly
defined [33]. One way researchers have addressed this problem is by using real-time, continuous
crowdsourcing to enable on-going interaction between a requester and crowd workers [35, 45].

2.1 Real-Time Collaboration in Crowdsourcing
Real-time crowdsourcing allows requesters to seek help on demand and get assistance over a much
shorter timescale (seconds or minutes) [5, 39]. Researchers have explored tools and methods that
make various tasks more convenient. One method to recruit crowd workers quickly is a retainer
model, in which crowd workers are recruited in advance and routed when a task is available [5, 16].
VizWiz also demonstrated that a crowd could answer questions to assist the visually impaired
in under one minute [7]. Chorus, an intelligent conversation assistant, leverages crowd workers’
efforts by having them answer any question a requester asks in an instant messenger [27, 41].
EURECA leverages online crowds who collaborate to help robots robustly identify 3D point cloud
segments corresponding to user-referenced objects in near real-time [17]. Bolt uses continuous
real-time crowdsourcing guided by a AI agent’s understanding of the world to enable super-human
response speeds (milliseconds) to address even broader classes of interactive tasks [47].
Real-time collaboration between a requester and crowd workers broadens the applications of

crowdsourcing, bringing crowdsourcing into the realm of interactive systems. For example, Legion
enables interactive crowdsourcing, coordinating and aggregating crowd workers’ responses in
real time, and allows workers to resolve tasks that require continuous interaction (e.g., controlling
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graphical user interfaces in real time) [39]. Continuously interacting with crowd workers is effective
when the target task is open-ended and a requester needs to explore various ideas and iterate on
them. Such an approach has been used in creating early-stage sketches of graphical user interfaces
and making them demonstrate interactive behaviors [38, 45]. Similarly, researchers have proposed
an augmented whiteboard that allows a co-located team and remote crowdworkers to work together
in a brainstorming session [3]. Interactive crowdsourcing systems support end users by permitting
natural interaction with the system via speech, and then crowd workers behind the scenes can
solve complex requests. For example, some real-time crowdsourcing systems allow end users to
leave requests for crowd workers in the form of voice recordings [7, 8, 40, 49], or to directly and
continuously communicate with workers via live audio streaming [3, 38, 45].
In practice, crowd workers typically work on a particular task for a short amount of time

temporarily and can choose to quit a task and transit to another one frequently. This transient and
temporary nature of crowdsourcing makes challenges of supporting real-time collaboration go
beyond those addressed in real-time groupware design [20]. For example, it has been shown that
mitigating the transient nature significantly can enhance the overall outcome of crowdsourcing:
1) co-located teamwork among crowd workers enhances their collaborative experience when
compared to remote, independent crowdsourcing [26], and 2) familiar crowd teams doubled the
performance of ad-hoc (unfamiliar) teams [55]. However, much of the existing research works
have focused on the feasibility of enabling real-time collaboration between a user and workers
for domain-specific applications, overlooking the potential challenges of requesters working with
crowd workers. Our goal in this work, given the challenging nature of crowdsourcing, is to better
understand how a requester communicates and collaborates with crowd workers in the context of
creation tasks through various real-time communication channels.

2.2 Supporting Communication and Collaboration in Crowdsourcing
Facilitating communication between a requester and crowd workers is one way to improve the
outcome of crowdsourcing. For example, the literature shows that giving workers feedback on a task
outcome encouraged them to revise their solutions and yielded a better final outcome [11]. Similarly,
Bigham et al. showed that requesters preferred continuous interaction with crowd workers [7].
Chorus:View demonstrates the same benefit of continuous communication with significant speed-
up in the completion time [40]. Some researchers developed computational systems that allow
requesters to form a team of expert crowdworkers to dynamicallymanage highly complex tasks such
as animation creation [54, 61]. Similarly, the Huddler system assembles a stable team of familiar
crowd workers to facilitate collaboration on complex tasks [55]. Salehi et al. further explored
various communication mechanisms to study how workers can communicate asynchronously with
a requester for continuous writing tasks [56]. Oftentimes, the validation of these systems used a
controlled set of requesters for the purpose of ensuring request consistency. This experimental
setup asks a single person (often an author) to play the role of the requester, having a fixed, scripted
task [38, 45, 54–56]. While the thread of research confirmed that these systems are able to coordinate
a crowd’s effort, it did not fully reveal the potential challenges in communication and collaboration
between requesters and crowd workers, nor does it allow us to measure the variation in how
different requesters make requests.

3 APPARITION SYSTEM DESCRIPTION
In order to investigate the challenges requesters face in communicating and collaborating with
crowd workers, we conducted a user study using Apparition, a web-based sketch prototyping
tool [38, 45]. In prior user studies for validating the systems, one of the authors played the role of
the requester to eliminate the variability that having multiple requesters would introduce, while
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Fig. 1. The requester interface of Apparition supplies a variety of tools that facilitate sketching and communi-
cation with crowd workers: (a) shared canvas, (b) pencil tool, (c) selection tool, (d) chat box, (e) mute/unmute
button, (f) circles to visualize requester click events. For the worker’s interface, see [38, 45].

crowd workers were recruited on-the-fly from Amazon’s MTurk platform [1]. While this type of
study design is beneficial to confirm if a system is functionally valid, the effectiveness of systems
with diverse end users in practice remains unexplored. We focus on the challenges that requesters
with varying backgrounds face in using a crowd-powered design tool. In this section, we briefly
introduce the features that are designed to support communication and collaboration.

In Apparition, a requester can naturally and continuously interact with crowd workers to create
an early-stage graphical user interface prototype. The requester’s role is to focus on verbally
describing and roughly sketching the desired GUI prototype. The canvas is shared in real time, so
crowd workers can see the requester’s in-progress sketch and hear their verbal description (Fig. 1-a).
State synchronization occurs at a per-element level—a sketched element becomes visible to workers
once the requester release the mouse button, completing a segment. Through an interactive tutorial,
crowd workers are asked to listen to the verbal description, inspect the rough sketch that the
requester draws, and replace each sketched element with a higher fidelity shape. Fig. 2 shows an
example (T1) of what a requester can draw on a canvas, and demonstrates how crowd workers
gradually convert a rough sketch (T2-a) into a more refined one (T2-c).

Apparition provides two different sets of tools for requesters and crowd workers. The requester
is able to focus on verbally describing and roughly sketching the desired GUI prototype. They are
provided with two tools for sketching: a pencil tool (Fig. 1-b), with which the requester can draw
free-form drawings; and a selection tool (Fig. 1-c), with which the requester can select any element
on the canvas to transform (move, resize, rotate) or delete. The tools provided to the requester
are kept simple, to minimize the amount of new software that needs to be learned, so that the
requester can naturally describe and sketch the desired GUI. In contrast, crowd workers have
access to a larger number of functions than requesters do, to enable them to create higher fidelity
GUI prototypes. They can add various types of GUI elements (e.g., buttons, arrows, text boxes),
and change their properties (color, opacity, stroke width, and stroke pattern). These functions are
similar to those available in commodity prototyping tools and slide-based presentation software
(e.g., PowerPoint). Therefore, crowd workers with some experience using such software can begin
working with these tools immediately. For more details on the worker interface, see [38, 45].

Apparition supports communication between a requester and crowd workers in two distinctive
ways. First, it implements real-time audio streaming using WebRTC for a requester to directly speak
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to crowd workers [4]. The creators of Apparition wanted requesters to have the advantages of
multi-modal interaction in simultaneously speaking and sketching to expedite the creation process,
similar to collaboration with a co-located colleague [38]. However, audio streaming is one-sided in
the case of Apparition, so crowd workers cannot speak to the requester. This design decision was
made for Apparition because streaming audio from crowd workers can cause problems: the crowd’s
voices may drown out the requester’s, or the conversation may digress quickly if there are multiple
people talking to each other. On another note, a requester can mute their microphone (Fig. 1-e) to
stop their audio stream as needed, or to avoid distracting workers. When muted, its icon changes
to . The envisioned interaction of the original system resembles that of an intelligent system in
which a requester can describe their interface idea, and their idea comes to life in a short span of
time [38]. However, in practice, crowd workers often want to communicate with the requester to
ask questions, to clarify the request, or to report technical glitches. To that end, Apparition includes
a text-based message interface that resembles a typical instant messaging application (Fig. 1-d) [45].
A requester can view messages and respond to them either verbally or in text.

It is worth noting that this kind of asymmetry in communication modalities (text versus speech)
is not common in other groupware and social computing contexts. Similar setups can be found in
new emerging media such as game streaming services (e.g., Twitch) or other live streaming services
(e.g., Facebook Live, Periscope), which recently have been studied for their effects in fostering
participation and engaging spectators [22, 23].
Lastly, the shared canvas in Apparition, which is synchronized in real time across requester

and crowd worker UIs, not only allows both groups to collaborate on a single, final copy in real
time, but also builds conversational grounding among workers and requesters [13]. In addition to
the shared canvas, Apparition provides a way to visualize the requester’s mouse clicks; when a
requester clicks a location on the canvas, it will generate a colored circle at that location which is
shown to both the requester and crowd workers. The circle fades out after a few seconds (Fig. 1-f).
Apparition allows the requester to point at particular elements or specific spots on the canvas to
help in describing GUI requirements to workers.
Apparition takes on the general the structure of other similar systems, particularly a requester

and crowd workers collaborate to create a digital artifact in real time. The structure includes: 1) an
end user (requester) who leads the communication with concrete goals, 2) a set of crowd workers,
and 3) an interactive system for collaboration and communication, the components of which are
3-a) a shared (visual) artifact, 3-b) communication channel (audio streaming and chat), and 3-c)
coordination tools that supports fluid collaboration. The findings from the study are applicable
to crowdsourcing systems for various applications that have the same structure. In the following
section, we describe the method of studying possible challenges in communication.

4 USER STUDY
The goal of this work is to better understand the way in which requesters communicate and
collaborate with workers. We conducted a user study with Apparition and ran a qualitative analysis,
examining multiple aspects of the communication between requesters and crowd workers to
identify the challenges and common patterns that people exhibit during collaboration. Our method
draws ideas from observational studies in collaborative design [59, 60]. In particular, the setup of
Apparition is similar to the case where distributed workers communicate through a shared visual
context [13]. Here, we introduce the detailed study procedure, participants, and our limitations.

4.1 Study Procedure
We conducted the study with 10 participants recruited locally and 20 crowd workers recruited
from Amazon Mechanical Turk, an online crowdsourcing platform. The 10 participants came to
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Fig. 2. (Given Sketch) The sketch of a to-do list application given to participants (requesters). (T1) A sketch
hand-drawn in Apparition in Task 1 without crowd workers. (T2) Progression of a sketch in Apparition in
Task 2: T2-a) the initial hand-drawn by the requester (same drawer as in T1), T2-b) the requester continues
hand-drawing and crowd workers begin replacing hand-drawn pieces with higher-fidelity shapes and icons,
and T2-c) the crowd workers replace all hand-drawn pieces.

the lab and completed tasks using Apparition as requesters. First, the requesters completed a brief
demographics survey and were given instructions on how to use Apparition. Requesters were then
asked to complete two tasks. The order in which the tasks were completed was counterbalanced.
In both tasks, requesters were shown a low-fidelity prototype (Fig. 2-Given Sketch), which they
were asked to describe and sketch, to communicate GUI requirements. We chose the to-do list
application primarily for its familiarity with a broad population; therefore, non-expert requesters
could quickly understand what they were asked to create. We presented a low-fidelity prototype to
the requesters because they were asked to convey the general idea of the UI without needing to
meet small details. We included brief annotations in our example GUI in order to avoid participants
asking the study moderators clarification questions directly, which may influence the ways how
requesters verbally described the GUI.

Here are the descriptions of the two tasks given to the participants during our lab studies:
Task 1 (T1) - Hypothetical Asynchronous Scenario (no Crowd Workers): Requesters were
shown the example GUI and were asked to draw and verbally explain the interface in Apparition as if
they were giving a task to someone who would be creating a sketch prototype of the GUI at a later
time. Requesters were told the goal of T1 was to convey the sketch idea and to help the hypothetical
colleague create a polished prototype of the example GUI.
Task 2 (T2)- Real-time Collaboration with CrowdWorkers: Requesters were shown the exam-
ple GUI sketch and were asked to draw and verbally explain the GUI to crowd workers who would be
creating a sketch prototype of the GUI in real time via Apparition. Requesters were told the goal of T2
was to create a polished prototype with the help of the crowd workers.
For both tasks, we asked the participants to stop working on the task when they were satisfied
with the outcome; we stopped task execution ourselves only if it took over half an hour. The
study moderators then conducted a follow-up interview to gain further insights into the requesters’
experiences.We asked requesters questions about their experience communicating and collaborating
with crowd workers, as well as their experience using Apparition.

The work primarily focuses on the qualitative analysis of T2, the task in which a requester
directly collaborates with crowd workers. Having a hypothetical scenario of a user making a request
asynchronously (T1) simply gave us a reference point to better understand the communication styles
used in T2, such as how sparse a requester’s speech is and how requesters choose to communicate in
response to workers making changes in real time. In addition, we wanted participants to experience
making a request asynchronously to help them better reflect on the advantages and disadvantages of
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synchronous work when asked during the follow-up interview. As our primary goal was to analyze
potential differences in requester communication style for asynchronous (T1) versus synchronous
(T2) collaboration, we were not as interested in how workers’ completed requests when they were
not working in real-time with the requester; therefore, we did not have crowd workers complete
the requests in T1.

4.2 Participants
4.2.1 Requesters. Ten requesters were recruited to complete the user study. Fivewere designers

(denoted by P1, P2, P3, P4, and P5) and five were non-designers (denoted by P6, P7, P8, P9, and
P10). Four designers and one non-designer were female. The average age of the designers was
30 (ranging from 27-37), while the average age of the non-designers was 24 (ranging from 19-38).
None of the non-designers had previous experience designing a GUI, while all the designers had
prior experience in some design-related field, for example: UI, UX, product/industrial, or graphic
design. The designers varied greatly in experience, ranging from 1 to 12 years of experience. Each
participant was compensated for their time with $15 in cash after the session.

4.2.2 CrowdWorkers. We recruited 20 unique crowd workers fromMechanical Turk who had
not previously used Apparition, were all U.S.-based, had an approval rating higher than 80%, and
had previous experience using slide (or drawing) software. Each session had two crowd workers
for the full duration, with the exception of P8’s session, during which one of the two workers left
mid-way through. Of the 20 workers, 19 completed a demographic survey. Their average age was
32, and 8 of the 19 crowd workers were female (11 male). When rating their design expertise on a
five-point Likert scale, the crowd workers’ average score was 1.72 (σ = 1.07), with “1” representing
little design experience, and “5” representing experienced professional designer.
The crowd workers were recruited at the beginning of T2, when the moderator of the study

posted tasks in MTurk using LegionTools [16, 36]. Workers found to be eligible were asked to watch
a tutorial video and were then routed to the task page. Once there were enough crowd workers in a
session (i.e., two workers), the moderator checked if workers knew how to use the basic functions
of Apparition and trained them by going over a sample task. Once the workers completed the
sample task, the participants started the main task (T2). After the task, the workers were asked to
fill out a survey and got paid at the rate of $0.17 per minute ($10.20 per hour).

4.2.3 Knowledge of Background. Note that neither requesters nor crowd workers were
explicitly aware of each others’ expertise or demographics. Workers did not know whether a
requester was a designer, and requesters did not know crowd workers’ backgrounds. The study
moderators used the term “crowd workers” when providing the requesters study instructions, but
did not provide other details about the particular crowd workers (e.g., demographics or skill levels)
to avoid influencing the requesters’ communication approaches. This reflects the temporary nature
of current practice in crowdsourcing, where requesters do not know who crowd workers are [42].
4.3 Data Analysis
In order to capture the complete speech and canvas activity in Apparition, the audio and computer
screens of T1, T2, and the follow-up interview were recorded. Both the audio extracted from the
videos and the interviews were transcribed for data analysis. The transcribed speech from T1 and
T2 was segmented into a series of speech utterances with a starting timestamp. The boundaries of
each speech segment were drawn at pauses, at the end of sentences, or at a change in topic. Then,
we developed and refined coding labels and interview questions over the course of pilot studies
(eight runs) in the context of the initial research questions that we had (listed in the Introduction).
Conversation coding has been used in previous studies that investigated shared visual contexts in
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collaborative design [15, 30, 34, 53]. We developed a set of coding labels as we observed the study,
conducted interviews, and transcribed the recordings. In addition, through the process, we sought
to identify emerging themes in relation to expertise, engagement, and temporal patterns. One of
the authors coded all participant trials, and these coding results are what we present and analyze in
sections 5 and 6. We also had another author code 10% of the data to report the inter-rater reliability
of our coding. We calculated intraclass correlation coefficients (ICC) for the two coders’ coding,
and we report these scores and their interpretation (poor, fair, good, excellent) according to [9],
following each of the label definitions below.

• Descriptive: The requester describes how an element should look or describes the element’s
shape and geometrical properties (e.g., circle, rectangle, lines). (ICC : .746,дood).

• Verbally Referential: The segment contains words (including “deictic expressions”) or
phrases that refer to specific elements or a specific area of the canvas (e.g., “here”, “the left
side of the screen”). (ICC : .717,дood).

• Diectic Gestures: The requester uses the mouse cursor to point to a certain area or element
on the canvas during the speech segment. (ICC : .834, excellent ).

• Click Events: The number of click events observed during the segment; during the task,
click events were visualized with small circles on the participants’ screens (Fig. 1-f). (ICC :
.796, excellent ).

• Corrective: The requester asks workers to modify the existing elements they have created.
(ICC : .547, f air ).

• Repetitive: The requester repeats a request that has been made earlier in the session. (ICC :
.788, excellent ).

• Feedback: The requester gives positive/negative feedback to workers, including simple
acknowledgements (e.g., “That looks good, thank you.”). (ICC : .830, excellent ).

Note that these labels are not necessarily mutually exclusive; a given segment can have more
than one label. When coding, we also considered the chat history (Fig. 1-d) between crowd workers
and the requester, which is interleaved with the audio recording of the requester and can influence
the requester’s spoken words.

4.4 Limitations
(In-lab Study) One limitation of our study is that participants were provided a pre-determined UI
sketch to prototype, rather than allowed freedom to prototype a UI sketch of their own as is the
end-goal of a system like Apparition. We opted for a task that balances flexibility and consistency,
as having a controlled task avoids introduction of other factors that may affect requester communi-
cation style, for example requester UI sketches with differing levels of complexity. In addition, we
found from the pilot studies that it was difficult for non-designers to come up with design ideas
on the spot. A task was selected to simulate a hypothetical scenario in which participants have
a conceptual idea in their mind. The study was carefully designed and finalized through eight
pilot study sessions before the actual study. In coming up with design tasks, we consulted with
two interaction designers and came up with 5 different scenarios, including an open-ended task
that allows designers to have a lot of freedom for creation. The selected task included the simple,
basic interactions common to mobile applications (e.g., drop-down menu, buttons, check and text
boxes) but still be described in various ways. In general, we found that the task selected was a
reasonable compromise for exploring the communication and collaboration process without having
to implement the full pipeline of the system in the wild for a longitudinal study.
(Lack of Discussion on Performance)Although we present raw numbers for T2 task completion
time and sketch-prototype quality, we do not attempt to quantitatively analyze how these results
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correlate with requester communication style. The reason is that these results could be a compound
outcome of many different factors, not only the ones that we are interested in for this study (i.e., a
requester’s communication with workers), but also workers’ abilities (e.g., the skill level of workers
in using the tool, communication and collaboration among workers) which are beyond the scope
of this paper.
(Limited Number of Sessions andWorkers) Lastly, it is noteworthy to mention that the number
of sessions (n = 10) is not enough to quantitatively verify the findings. Rather, our study is primarily
qualitative. While we cannot make comparative claims that require statistical significance (e.g.,
designers vs. non-designers, or T1 vs. T2), the qualitative analysis provides us with a strong
understanding of the observed behaviors through interviews, conversation coding, and video
review. Problematic incidents can be discovered with a small number of participants and can clearly
inform how we can improve the current design of the system and similar future systems [50].
It is not uncommon to have a small scale (less than ten sessions) in such studies, especially for
collaborative settings that involve more than one participant [3, 57, 58]. In addition, the number of
crowd workers was typically four to five per session in the original Apparition study [38]. For our
study, we recruited a smaller number of workers because having many workers may result in more
worker-to-worker collaboration challenges (e.g., tasking, communication, self-coordination), which
could complicate how the requester communicates.

5 RESULTS
We recorded completion times for both tasks per participant. The mean completion time for Task 1
(T1, without crowd workers) was 4.9 mins (median = 4.5,σ = 2.2). The mean completion time for
Task 2 (T2, with crowd workers) was 19.7 mins (median = 20,σ = 6.7). Note that the completion
times for the two tasks are not comparable, because T2 included the extra stage of completing
the task with crowd workers that T1 did not. We evaluated the final crowd-created sketches in T2
against a rubric. The rubric measures recall of UI characteristics of the original sketch we provided
to requesters. Across the ten T2 trials, the mean recall was 86% (median = 94%,σ = 15%). This result
shows that a requester and crowd workers can effectively collaborate to create a medium-fidelity
prototype in real time. The reported recall score can be considered effective, given that we did not
provide requesters an explicit list of requirements alongside the sketch.

Based on the observations that we made from the transcriptions and video recordings, we present
our findings in five different themes that emerged from the results and are relevant to the three
motivational questions we presented in the introduction.

5.1 Real-time Collaboration with Workers in an Interactive Crowdsourcing System
In this section, we briefly discuss how the verbal communication patterns in Task 1 (T1, without
crowd workers) and Task 2 (T2, with crowd workers) differ. In addition, we were interested
to understand why and to what degree participants would or would not prefer this interactive
crowdsourcing system over potential asynchronous collaboration.

5.1.1 Requesters’ Involvement inReal-timeCollaboration. Weobserved that the requesters’
speech and drawing activity in T2 is more sparse than in T1. The average number of words per
minute (WPM) in T2 (avg=39 WPM, σ = 15.6WPM) is lower than it is in T1 (avg=75 WPM,
σ = 25.4).1. This is not surprising, given that the requester in T2 was often silently monitoring the
progress of the sketch and checking the elements that crowd workers created. Requesters then
interrupted and gave both positive and negative feedback to crowd workers in response to the
progress that they made, on average 13.2 times per session. For instance, “I like the spacing in ‘do
1Both numbers are lower than the average (150 WPM) for a normal conversation [2].
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laundry’ between the check box” (P2), or “no, no, no you can either get rid of these or put them over
here” (P9). In addition, requesters made corrective requests for crowd workers to modify existing
elements, on average 10.6 times per session. For example, the comment by P9 above is a corrective
comment. As such requests are typically made after the requester sees the actual elements that
crowd workers have created, the corrections made with these comments would have resulted
in incorrect elements if the crowd workers had worked asynchronously, as in T1. We looked in
further detail at the corrective requests made in P9’s T2, comparing them with the corresponding
requests in their T1, and found out the corrective requests that P9 made were not simply due to the
mistakes that workers made. Rather, we found that the majority of the corrective comments (76.7%)
were 1) something that was visually implied but not explicitly mentioned in T1 (e.g., alignment,
position) (38.3%), 2) something that was under-specified in T1 (16.8%), or 3) made on the fly only
in T2 session (21.5%); the higher fidelity of the actual outcome made the requesters specify a new
element property. Examples for such comments from participants in each category are as follows:

(P1) “Can you make this narrower? This is a mobile application but the screen looks like a
desktop web page not mobile.”
(P2) “If this text can be moved over to left aligned that would be great.”
(P9) “Let’s try to do a green check mark. (choosing the color of the check mark)”

This indicates that the request made in T1 is not necessarily sufficient for crowd workers to produce
exactly correct outcomes. Consistent with findings in collaborative design literature, the process
of co-creation provides richer information to the participants than the resulting artifact [60] This
clearly displays the benefits of real-time collaboration in crowd sourcing, at the price of more
involvement in completing the task.

5.1.2 Participants’ Reflection on Real-time Collaboration with Workers. In the follow-
up interview, the participants were able to understand the benefits and challenges of real-time
collaboration with workers in comparison to the asynchronous collaboration scenario. We asked
the requesters which approach (T1: asynchronous vs. T2: real-time crowdsourcing) they would use
in practice. 7 of 10 requesters preferred real-time collaboration over asynchronous collaboration.
Requesters found “benefits in being able to give feedback in real-time since the corrections could be
made as they go rather than after” (P6). P4’s comment on this question highlights the benefits of
real-time collaboration well:

(P4) “It’s much less painstaking for me to give them live criticism than to make sure I talk
out every detail in some sort of instructional video that I send off.”

Three requesters (P2, P3, P5), all of whom are designers, indicated a preference to work asyn-
chronously as they were in favor of being able to work in parallel. At the same time, they also
understood why they, the requesters, might want to work in real time, reflecting their prior experi-
ences in working asynchronously. P3 noted that working asynchronously is often followed by “a
lot of revision” through multiple rounds of having to send a request, waiting for the task to be done,
and then repeating this process, going back and forth until they are satisfied with the final result.
The other two designers also expressed mixed feelings on their decisions.

(P2) “Because while I was watching, I did notice that I was feeling a little bit stressed
when they got it wrong. But I also know that what happens sometimes is you just get
it asynchronously, and that’s also stressful, and that might even take more time, like
explaining to them [workers] through email what’s wrong, what needs to be corrected.”
(P5) “It [watching it live] was like watching paint dry...But then for the actual people
doing the task, if they don’t understand something and you can’t provide them feedback
right away, I can see how that would also be frustrating for them. So, I don’t know.”
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As illustrated by these quotes, the designers even exhibited frustration while watching workers
working in real time. They might have underestimated the difficulties that non-expert crowd
workers would face [24], especially given that the designers could have finished the prototype
more quickly than the workers. A participant mentioned the potential of monitoring progress
intermittently instead of in real time, and how such an approach might address their concerns on
the continuous involvement with the benefits of having access to real-time progress on the work.

(P2) “I think I like being able to see the progress, but I would want to be able to multitask.
I would like to have this somewhere playing as I’m doing my own work, and then I glance
up at it and see it.”

This suggests a hybrid method of both synchronous and asynchronous real-time interaction,
and this mixed approach can lead to productivity gains, as two groups can work in parallel
with less interruption [8]. In general, the majority of the participants preferred such interactive
crowdsourcing systems, even though it could have been an unfamiliar experience of working with
anonymous remote crowd workers.

5.2 Expertise, Language, and Jargon
Reviewing the specific language that requesters used to describe their sketches, it appears that the
level of expertise determines the ways in which participants describe GUI elements. As the designers
are familiar with a certain set of UI design terms, they speak differently from non-designers. For
example, see the following examples of descriptions for the container window of the UI.

(P7) “So I am gonna have like a box here which is going to be an interface like a rectangular
box, its height is bigger than the width.”
(P3) “So to start, I am going to go ahead and draw the mobile device screen.”

The example shows the non-designer (P7) characterized the element by its shape and geometric
properties. In contrast, (P3) did not explicitly mention the shape of the element in their description.

In addition, non-designers tended to refer to elements in the canvas, using referential words or
gestures with their mouse cursor. The participant (P7) in the example tried to provide visual context
for their description, using diectic words such as “this” or “here”, and associating the drawing
with speech. On the other hand, the designer (P3) did not refer to the element on the canvas even
though the participant was drawing the container on the canvas. This may be because designers
have a clear connection between the spoken terms and the visuals on the canvas in their mental
model. However, the crowd workers may not have the same clear connection, which could be a
challenge and lead to a delay in comprehending the request for crowd workers [25]. To see if
this communication style is consistent across participants, we counted the number of descriptions
that are descriptive and verbally referential. Furthermore, we annotated the videos to see if they
contained elements of referring gestures (e.g., a gesture of moving the mouse cursor in a small circle
on top of an element) and clicked elements to generate click visualizations (Fig. 1-6). On average,
the frequencies of descriptive expressions and reference to elements during the tasks were greater
for non-designers than designers (Fig. 3). Similarly, non-designers tended to refer to elements with
the mouse cursor (click or gesture) more than designers (Fig. 3). Prior work has shown that shared
workspaces encourage users to rely on visual information to provide the necessary communicative
and coordinating cues [14]. In our study, requesters without expertise seemed to have a stronger
tendency of using visual cues, whereas requesters with expertise showed less reliance on them.

From a crowd worker’s perspective, the same kind of unfamiliarity with UI design terminology
might have been an obstacle in comprehending a designer’s requests quickly, locating elements
on the canvas, and catching implicit requirements. For example, when requesters asked workers
to create the outer box of the application, the implicit requirement that the mobile phone screen
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Fig. 3. On average, the non-designers described the
request in more descriptive ways and referred to
elements more frequently.

Fig. 4. Hamburger menu gone wrong: P1 used the jar-
gon “hamburger menu” and a crowd worker spelled
it out, as they were not familiar with the term.

be in “portrait” mode was missed by the workers in four out of ten sessions, and the requesters
needed to correct them later. Another interesting example occurred when participants described
the menu button, which is labeled as “drop down menu” in Fig. 2-(Given Sketch). The following are
two examples from P8 and P1.

(P8) “I want to create like a drop down menu in the upper right-hand corner with like
three little lines.”
(P1) “I want you to add a hamburger menu on the top right corner.”

In this quote, a designer (P1) and a non-designer (P8) described the same element in two distinct
ways. Overall, three out of five designers (six out of eight if we include the designers from the pilot
studies) used the jargon “hamburger menu”, which refers to . Zero non-designers used this jargon,
and four out of five non-designers described the button based on its shape, with the phrase “three
(parallel) lines”. Using such jargon could lead to confusion if crowd workers are not familiar with a
term and designers do not clarify it further. For example, a crowd worker in designer P1’s session
actually created a label that reads “hamburger” (Fig. 4.). This example illustrates the difficulties
that non-expert crowd workers may have in comprehending an expert designer’s descriptions.
When there exists an expertise gap in dyadic communication, the process of assessing, supplying,
and acquiring expertise is required to reach common ground [28]. However, the temporary and
task-oriented nature of crowdsourcing seems not to foster this communication, and as a result,
expert requesters may fail to realize that crowd workers sometimes have trouble comprehending
their requests.

Arguably, this challenge can be mitigated if the system recruits expert crowd workers with design
backgrounds from other crowdsourcing platforms, such as Upwork. However, if we recruit workers
with expertise, the main benefits of crowdsourcing are likely to fade away; such expert workers
may not be as cost-efficient, scalable, and available as a general online crowd. The current body of
crowdsourcing research tends to keep the benefits and to close the gap between expert support and
crowdsourcing by developing computational tools that mediate the crowd’s efforts [6, 7, 38, 45, 49].

5.3 Speech, Text, Asymmetric Communication
As mentioned previously, using speech is essential to support multimodal interaction for a requester
(speaking while drawing) [51]. The authors of Apparition chose to support multimodal inputs for
the requester due to a set of advantages in expediting the creation process and capturing multiple
information in a sketch concurrently. Indeed, the requesters in the study frequently performed
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mouse interactions (i.e., click, gesture, drawing elements, drawing to indicate) while they were
speaking (48.4% of the total number of speech segments). In addition, requiring crowd workers
to type responses instead of speaking them is necessary to allow requesters to make their verbal
requests clearly, without interruption (e.g., a requester’s voice can be easily lost in multiple crowd
workers speaking simultaneously). Consequently, one of the unique characteristics of Apparition is
the asymmetry of communication modalities, or cross-modal interaction between two groups: a
requester speaks to workers and they respond by typing or making changes on the canvas. We
discuss the challenges that arise due to asymmetric communication between the groups.

5.3.1 Lack of Immediate Responses. When we asked requesters if they were bothered that
they could speak to the workers while the workers could not speak to them, 7 out of 10 of requesters
were not in favor of asymmetric communication. Five of the participants expressed frustration
at the lack of immediate responses from the workers when requests were made (P2, P3, P4, P5,
P10). Three of them were not in favor of the inequality because they simply found it awkward and
unnatural to have different modalities (P5, P6, P8). Conversing with the system without immediate
responses may have made the communication feel one-sided, which can account for the reason
why the participants thought it was awkward.

In general, delayed responses, both in communication and shared visual context of groupware,
discourage participants from collaborating with each other [15, 19]. The challenge in Apparition
seems to come from the asymmetric communication. Even when crowd workers responded in
the chat box in text, the requesters often missed the textual confirmation from the workers. It
seems that the requesters did not pay attention to the chatbox because the primary communication
modality of a requester is speech. The chat box had a common design signifier to draw a user’s
attention to a new message; the title bar turns yellow when a new message is received, which goes
away when the requester uses (or clicks on) it. However, as the requester can verbally respond, the
highlight hardly ever went away, and the chat box generally remained constantly yellow, which
does not help. Another study that has a similar setup also addressed the problem of participants
missing textual comments from the workers [3].
On the other hand, lots of times there was no response at all; crowd workers started working

without confirming their receipt of the request. However, starting to work on the request may
not immediately provide any visual evidence that the request is being carried out through the
synchronized canvas (e.g., navigating menu items) [20]. Reversely, it is likely that workers’ textual
messages may not receive a follow-up verbal response or simple acknowledgements from the
requester or other audience members like in the case of live streaming services [52].

The absence of affirmative responses from the workers and the delay in having visual evidences
may reduce overall workspace awareness in the system. Indeed, three requesters (P4, P7, P10) asked
the moderator during the study if the workers were still there, having observed no activity both in
the canvas and the chat box. P4’s suggestion on having simple visual responses from the workers
exemplifies their concern with the system:

(P4) “...you kind of wait to see ‘Are they working on it? Did they not get it? Should I be
typing this out?’. Yeah, it’s too many what-if scenarios in my head. Like if there could
even be a button that says ‘Yep, got it’, so they could say ‘Cool, got it’ in a single click,
then I would feel better knowing that they’ve understood what I just said.”

There occurred other relevant incidents that demonstrate the potential loss of having no re-
sponses. During T2 sessions, three requesters accidentally forgot to unmute the microphone when
they were making requests. Due to the one-sided communication, it took a while for the par-
ticipants to find out something was wrong and the mic was muted. For example, P9, who had
muted the mic for 4.5 minutes, did not know for how long the crowd workers missed their verbal
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request(s). The participant expressed the challenge of having presence awareness when asked if
verbal communication was effective during the interview.

(P9) “...I used filler words. Just as I didn’t know that they were there, I kind of wanted
them to know that I was there, even when I wasn’t talking.”

The participant verbally created an indication of presence for the crowd workers. This suggests
the need to reinforce workspace awareness, as otherwise, unnecessary utterances may be used to
remedy the perceived ignorance of the other group [10].

5.3.2 Mixed Ephemerality Creates Confusion. We observed that the mixed ephemerality
of text and speech causes confusion in communication. In Apparition, chat messages are archived
in the chat box so that both workers and requesters can browse the chat history. However, spoken
words are ephemeral, leaving no record of having been uttered. Immediately, it was a challenge for
crowd workers to recall all the spoken requests made earlier (Fig. 5-3). Some requesters (P2, P8)
voluntarily chose to use the chat box, as typing the instructions leaves a record. This might have
been because the crowd workers do not need to remember all the request details if it was specified
in the chatbox. In addition, it was difficult to understand and recover the context from the chat
history, as it only presents one side of the communication. For example, Fig. 5 reflects 9 minutes of
conversation in P7’s T2 session, in which a worker asked questions and responded to the requester.
Apparently, parsing the chat history in retrospect provides almost no additional information, as
the spoken parts are missing.
Furthermore, the archived textual history could add confusion, as it is not interleaved with the

spoken instructions. For example, four consecutive “ok” or “yes” messages like in Fig. 5, can confuse
a requester who may not know if the “yes” on the bottom was a response to their most recent
request or an earlier one. When we annotated the video recordings of the study sessions, it was
difficult for us to discern if the message was from a worker who just responded to a particular
request or if it was from the past. The requesters should have had the similar challenges.
Questions that remain unanswered in the chat box also create unnecessary interaction. Three

requesters (P2, P5, P7) verbally answered a question and chose to later leave a textual answer in the
chat box. One of them (P5) provided the textual answer for a worker’s question 70 seconds after
they had verbally answered the question. The requester might have forgotten that they already
gave an answer, or did not want to leave unanswered questions in the chat history. In any case, this
created extra overhead for the requester physically and cognitively. From that point, they chose to
use the chat box only and muted the microphone.

While we did not expect this asymmetric communication to be of interest in the study, we found a
number of problematic incidents coming from this inequality. Live streaming services (e.g., Twitch,
Facebook Live) also include cross-modal interaction (spoken and written), and yet are lacking
analytic approaches [52]. We believe that addressing these challenges in general will help improve
interactive crowdsourcing systems and other relevant live media.

5.4 Challenges in Co-working on a Shared Artifact
Having a shared visual context not only enables the remote co-creation of digital artifacts, but
also enriches the communication and collaboration process [14, 15]. One unique challenge to an
interactive crowdsourcing system is that the purpose of using the shared resource for requesters
can be drastically different from the process for workers. Specifically, in this case, the rough sketch
that a requester makes serves as a visual specification of the request (with corresponding narration)
and the workers’ drawing is the final outcome of the system.
During the process of converting a hand-drawn sketch into a prototype, we observed that

workers often hesitated to replace pieces of the requester’s drawing, even though during the
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worker:What was the next instructions?
worker:Ok
worker:Ok.
worker:Ok.
worker:Ok
worker:And what was next? :D
worker:Ok
worker:Can I delete the scribble?

Fig. 5. 9 min-long history of chat during
P7’s session. 1) Browsing the chat history
does not help recover the context. 2) The
worker asks for permission to delete the re-
quester’s drawings (line 1). 3) The worker
cannot recall the request (line 3 and 8).

Fig. 6. a) Crowded canvas: The workers place their higher-
fidelity square checkboxes and task label text directly on top of
the corresponding elements hand-drawn by the requester, in-
stead of deleting the hand-drawn elements first. b) Split canvas:
The crowd workers choose to preserve the requester’s drawing
and create their prototype next to it.

training they were instructed to do so. In general, people naturally follow social protocols for
mediating interactions, so it would have been unnatural for crowd workers to delete element
drawings created by the requesters, even though they were instructed to do so in the interactive
tutorial prior to the session [18]. Consequently, having two sets of the same element in varying
fidelity (one hand-drawn by a requester, and the other UI element added by a crowd worker)
can make the shared canvas cluttered quickly. We frequently observed cases where hand-drawn
elements and their higher fidelity counterparts appeared overlaid, causing the canvas to be cluttered.
Such cluttered elements not only make the sketch look unpolished, but also make it difficult to
select requesters’ elements that need to be removed eventually, because they are fully or partially
obscured by the ones that crowd workers created later. P2’s intermediate prototype in Fig. 6-a)
shows an extreme case where the workers did not delete anything until the requester specifically
asked them to. For example, after a worker replicated the outer border of the requester’s mobile
app sketch, the worker asked the requester for permission to delete the corresponding part of the
requester’s drawing (Fig. 5-2).

On the other hand, we noticed that removing pieces of the requester’s initial sketch is problematic
as well; it results in the loss of visual cues for recalling past requests and for understanding implicit
requirements (e.g., alignment of multiple elements, spacing between elements) that may not be
apparent when viewing individual elements of the sketch. In the T1 sessions of the study, the final
outcome is a rough, but complete sketch; however, in the T2 sessions, usually workers do not have
the opportunity to see a complete sketch like in Fig. 2-(T1).
Nearly half of the crowd team actively used a workaround to better handle this problem. In

three of the sessions, crowd workers or requesters used a “sandbox” approach to demonstrate or
brainstorm UI elements outside the canvas’s whitespace and then place them in the right position
when ready, with the removal of the corresponding sketched element immediately before the
placement. This was effective in avoiding clutter and confusion with overlapping elements and
minimizing the time that the requester’s visual cues are missing. Another approach to avoid clutter,
as well as to preserve the requester’s hand-drawn sketch, was to use a split canvas. Crowd workers
in two sessions used a split canvas, keeping the requester’s drawing on one side of the screen and
creating the higher fidelity prototype sketch on the other side of the screen (Fig. 6-b). In designing
an interactive crowdsourcing system, it should be considered to keep the requesters’ initial visual
cues separate and protected from the crowd workers’ outcome, as well as to make sure the protected
visual cues do not physically interfere with workers’ efforts on the task.
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Fig. 7. (1),(2): the number of words spoken so far (y-axis) over time (x-axis) for P2 (designer) and P9 (non-
designer). The orange (longer) line indicates T2 and the blue (shorter) one indicates T1. For T2, P9 speaks in
constant pace throughout the session, whereas P2 finished the initial requests quickly and stayed silent for a
while. (3),(4): response delay over time. (x-axis): the timestamp at which an initial request was made per
element, (y-axis): the time (delay) it took for crowd workers to respond to the request. Delay for P9 showed
a linear trend, which indicates the requests got quickly backlogged.

5.5 Varying Pace of Making Requests
In this kind of collaboration, requesters may communicate their UI requirements to workers in
temporally different fashions. Examining the variability of speech pace can help us understand
temporal patterns of how they make requests over time during the session and see if there exists any
challenge involved. To investigate the temporal pattern of a speaker, we calculated a participant’s
pace (speech rate) and saw how it changed over time for all participants. Here, we present two
participants’ speech rates, showing two different representative patterns in Fig 7-1 and Fig 7-2; the
slope of the graph indicates speech rate of the person in the particular task (words per minute).
When P2 conducted T2 (orange line in Fig 7-1), they started speaking at an approximately constant
pace for the first 154 seconds, closely matching the pace when they did T1 (the blue line of the
same figure). P2 then stayed mostly silent for 10 minutes thereafter (154—764 seconds in Fig 7-1.),
with only a few spoken clarifications, allowing the workers to catch up on completing requests. In
the meantime, P9 spoke at an approximately constant words-per-minute rate throughout their T2
session, as can be seen by the approximately linear orange line in Fig 7-2. One potential reason that
can account for the difference between P2 and P9 could come from their varying levels of expertise.
Reviewing screen recordings in detail, we found that P2, a UI designer with 4 years of professional
experience, was effective and efficient in describing and creating a rough sketch of the given UI (e.g.,
better/quicker drawing, extensive use of copy/paste which led to consistency between elements
of same type). The sketch gave the workers a complete visual specification that demonstrates the
overall structure of the application effectively. In the meantime, P9, a non-designer, manually drew
each element of the interface, taking longer time to complete the sketch than P2.

The level of effectiveness of a requester’s description and drawing can also influence the workers’
request completion patterns. For example, Fig. 7-3 and Fig. 7-4 illustrate the delay from the time
that a participant (P2 or P9) made the initial request for an element to the time that a worker began
to work on that particular element in T2. For example, if the coordinate of a data point is (100,20),
it means that the crowd workers began working on the corresponding element 20 seconds after it
was requested at time 100 seconds. We present data for the first five minutes of each session (P2
and P9), as this corresponds to the time that the bulk of initial element creation requests were made,
and most of the remaining communications thereafter were clarifications about the initial requests
or corrections to the prototype. The graph for P9 (Fig. 7-4) shows a fairly linear trend between the
time that a request was made and the delay for that element, with an R2 = 0.89, indicating many
requests got backlogged over time. The graph for P2 (Fig. 7-3), however, shows no such trend; delay
for response to a request seems to have no correlation with the time a request was made. Rather,
the same kinds of elements (i.e., check-boxes, email icons) have been created with similar delays.
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Potential challenges that crowd workers would have had in P9’s session include needing to listen
to the request as well as working on the prototype and not being able to recall all the requests that
were made later in the session as the delay gets longer. This sometimes forced a requester to make
the same request again. On average, the participants made repetitive requests 5.0 times during their
T2 sessions. On the other hand, crowd workers also asked requesters to repeat the instructions
from time to time (1.4 times per session on average; see the example message in Fig. 5-3). Overall,
we can see that varying temporal patterns can pose challenges for crowd workers to respond to
the request timely and can impact crowd workers’ response time within a session. It would be
worthwhile to consider how such a system can address these challenges for workers, and to design
the system to guide requesters to effectively make requests.

6 DESIGN RECOMMENDATIONS

Based on the insights we learn from the study, we suggest design recommendations for crowd-
powered design tools that involve requesters and crowd workers. We believe these will be applicable
to interactive crowdsourcing systems that have a similar structure of user-crowd collaboration,
especially in creative domains.

6.1 Turn Live Speech into a Structured Task List
Due to the asymmetry in communication, requesters will not have a fluent communication close to
in-person collaboration and remote conference calls. A backlog of requests can build up quickly if
a requester chooses to interleave their requests with giving feedback on and correcting existing
artifacts. To that end, crowd workers need ways to structure verbal requests and to revisit past
requests. It will be desirable for crowd workers to be able to replay the audio for a specific task. In
addition, workers should be able to quickly find and navigate what to replay close to a hierarchical
to-do list where each item is associated with an audio snippet, as suggested in [44]. This may help
requesters reduce the time they spend monitoring the system in real time; workers can replay the
requester’s verbal instructions and, therefore, hopefully complete more tasks the first time they
are asked, with fewer clarifying questions and less repetitive requests. Given the real-time audio
streaming, this poses an interesting design challenge of recording live audio as well as being able
to revisit the audio at the same time because the two actions are usually mutually exclusive; audio
being replayed would mask the live audio.

6.2 Address Asymmetry in Communication and Expertise
We found that the asymmetric communication pattern of a requester’s speech versus the workers’
typed text poses a number of challenges. We believe there are certain cases where this asymmetry
is inevitable due to the scale (e.g., live streaming events in social media—Twitch, Facebook Live), but
the slowdown of communication in a collaborative setting can be costly in crowd-powered systems.
An easy but overly-simplistic solution to this problem could be to match modalities automatically,
when possible. For example, spoken communication could be transcribed into the chat box. Further,
the developers of such systems should be aware that the potential expertise gap can be a challenge in
communication when designing interactive tutorials and recruiting workers (relevant background,
prior experience with the task). Providing general guidelines and rubric can reconcile the expertise
gap and raise the perceived value of a crowd worker’s outcome as found in [62]. More advanced
NLP techniques that can adapt the reference to more general terms can be anticipated in interactive
crowdsourcing systems [29]. We believe the asymmetry in communication and expertise is an
intriguing research topic that requires separate attention in future work.
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6.3 Protect Requester Artifacts in Shared Space
As previously mentioned, state sharing in crowd-powered systems should occur in different ways,
especially given that requesters and workers have different purposes with regard to the shared
artifact. In our case, a requester’s sketch being deleted bit by bit over time, as well as the canvas
being cluttered, were problematic. Social protocols in crowdsourcing systems can be vague, given
the temporary and remote nature of the process. This necessitates coordination policies embedded
in the system [48]. Particularly, in this design context, we identified two needs for future systems: 1)
the requester’s visual cues should remain intact and protected (access control), and 2) the requester’s
visual cues should not interfere with the workers’ process.

A simple solution for this is to denote separate prototyping areas side by side on the canvas, one
for the requester only and one for the workers only, which is similar to the strategy employed by
some crowd workers who split the canvas during their session [12]. Giving different read-write
access to requesters and workers will help protect the requesters’ visual cues. Alternatively, a
requester’s sketch can be visually presented as a transparent overlay on the workers’ canvas, with
functionality to easily remove or hide it.

6.4 Augment Work-space Awareness of Presence and Implicit Interactions
It seems that the workspace awareness is much more limited, not only because the task involves
remote collaboration, but also because of the transient nature of crowdsourcing and the asym-
metrical communication [20]. Even with the shared canvas and live audio streaming, requesters
had trouble in using the system. For example, during the experiment, requesters wanted to ensure
their voices were audible to crowd workers. This can be challenging, again due to the lack of
immediate (audible) feedback from the crowd workers when they do not respond through the chat
box quickly. A simple visualization of the requester’s audio as heard on the workers’ machines can
help reassure the requester that audio is functioning properly on all team members’ machines. We
also found that non-designers referred to elements by naturally gesturing with their mouse cursors,
though not clicking. The deictic gestures made with the mouse cursor did not help crowd workers
locate an element, because crowd workers cannot see the mouse cursor’s movement unless the
mouse is clicked; this information could be useful to crowd workers if visualized in sync with the
speech. Gesture traces can be used to supplement the shared visual space [21]. As the canvas is
synchronized per-element (as opposed to per-pixel), visualizing the activity level of a worker can
enhance awareness of whether they are working on something or are idle. Lastly, crowdsourcing
systems are often designed to intentionally mask existing information for privacy, in which case
developers need to consider how to preserve awareness in such systems, especially if they should
support real-time collaboration [31, 37].

6.5 Train Workers to Collaborate, Not Just Use
We believe that the findings from this work should be considered when training crowd workers.
Until now, the training for systems like Apparition has focused on tool usage. However, there
are other aspects that facilitate fluid collaboration for crowd workers to understand, for example,
acknowledging requests by responding immediately and addressing the requests in a timely manner.
In addition, there are other important factors that this study did not explore but are essential to
accomplish the goal of real-time collaboration, such as task coordination, awareness of tasking,
and communication amongst workers. Designing interactive tutorials that teach these concepts
will help crowd workers be effective in real-time collaboration.
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7 CONCLUSION
In this paper, we explored the collaborative aspects of a real-time interactive crowdsourcing
system and aimed to better understand the interaction between requesters and the crowd workers
who support such systems. We conducted a user study that allowed us to understand how real-
time collaboration occurs and how requesters understand such a collaboration type. We also
explored various aspects of requester-workers collaboration: the style of language they speak and
corresponding challenges, the ways in which they work together on a shared canvas, the challenges
arising from asymmetric communication channels, and the variability of their communication
patterns over time. Our study’s findings directly inform the design of future crowd-powered
prototyping systems, and, more generally, will help reinforce our understanding of the interaction
between requesters and online crowd workers, especially in the domain of live collaborative
creation [43]. We hope that our design recommendations we make will help provide a reference
for researchers and practitioners who are interested in developing more powerful interactive
crowdsourcing systems, as well as mixed-role interactive systems more broadly.
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