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#### Abstract

The modular modeling paradigm facilitates the efficient building, verification and handling of complex system models by assembling them from general-purpose component models. A drawback of this paradigm, however, is that the assembled system models may have excessively complex structures for certain purposes due to the amount of detail in the component models that has been introduced to promote modularity. For example, a multibody system can be modeled using generic rigid-body models with 6 degrees-of-freedom (DoF) to represent the components of the system, but then constraints have to be added to the model to match the DoF of the system. This work presents a structural simplification technique that can detect such unnecessary complexities in a modular bond-graph system model and eliminate them without compromising accuracy. To this end, the activity concept in the literature is extended to define "inactivity" for junction elements, and simplification is obtained by detecting and eliminating inactive junction elements and by propagating the implications. It is shown by example that this simple idea can result in models that are conceptually and computationally more efficient than the original modular models. The realization-preserving and input-dependent characteristics of this approach are highlighted.
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## 1. Introduction

One possible approach to modeling dynamic systems is to develop modular models for the components first and then to assemble the system model by combining the component models in accordance with the system topology [18]. Such a modular approach is well established in the multibody dynamics area, for example, where the system model is obtained by augmenting $6-\mathrm{DoF}$ rigid-body models with constraints. Commercial software based on this idea is available (e.g., ADAMS [25]).

[^0]
## Nomenclature

$v_{X i}, \omega_{X i}$ ith component of the translational/angular velocity of point $X, X \in\{P, C M, 1,2\}$, where $P$ and $C M$ represent the connection point and the center of mass, respectively
$r_{i} \quad i$ th component of the position vector $\vec{r}$ of the connection point
$\mathbf{A}^{X Y} \quad$ coordinate transformation matrix from coordinate frame $Y$ to $X, X, Y \in\{B, I, C, 1,2\}$, where $B$, $I$, and $C$ stand for body, inertial, and constraint frames, respectively
$\mathbf{A}_{i j}^{X Y} \quad i$ th-row $j$ th-column element of $\mathbf{A}^{X Y}$
$\mathbf{I}_{4 \times 4} \quad 4 \times 4$ identity matrix

The modular approach has many well-established advantages. These include independent creation and reuse of submodels, hierarchical model structure, ease of adjustment of model complexity, ease of model verification, and ease of handling large systems.

A drawback of this approach, however, is that when general-purpose component models are assembled into a system model, the resulting model can be excessively complex for a given application [8]. The component models need to be created for a broad range of applications and, therefore, need to include a lot of detail relevant for that scope. In the case of modular modeling of multibody systems, for example, a generic component model for a rigid body may consider all possible motions in space and include all 6 DoF. However, when component models are assembled into a particular system model, some of that detail may become irrelevant/unimportant in that particular context. Returning to the multibody example, the model for a particular system can be obtained by augmenting component models of rigid bodies with relevant constraints, but then the number of DoF of the system is less than the sum of the number of DoF of the unconstrained components. Therefore, the system model includes an excessive amount of complexity, and it can be desirable to eliminate this excessive complexity. The purpose of this paper is to describe a model simplification technique designed to detect such excessive complexity and remove it without affecting the accuracy of the model.

One motivation for eliminating excessive complexity could be that a simpler model could prove more insightful by showing only what is of relevance to the problem at hand. Also, a simpler model would typically have fewer parameters and states, which reduces the number of parameter values and initial conditions that need to be identified. Note that an initial estimate of parameters is necessary for the full model, but a costly accurate identification can be delayed until the simplified model is obtained. If the model is going to be involved in a control design problem, a simpler model could also simplify the control problem [30]. Finally, a simpler model is generally more computationally efficient, which makes the model more suitable for iterative processes, such as optimization [3], sensitivity analysis [15,20], Monte Carlo simulation [5], system identification [31], etc., or for real-time simulation [17]. It is acknowledged, however, that simplicity does not necessarily always imply computational efficiency [25].

Reducing the complexity in models is an important challenge. Thus, the literature presents many approaches to address this challenge, which can be classified as partitioning, reduction, and simplification. Note that this classification is neither strict, nor formal. The boundaries between these classes are not impenetrable, and methods can belong to more than one category depending on the point of view. Nevertheless, the authors find this classification useful for presentation purposes and adopt it therefore herein.

Partitioning is an approach where weak two-way couplings in a model are replaced by one-way connections to create driving and driven submodels. For example, models can be partitioned into slow and fast dynamics [32], high- and low-frequency oscillation modes [24], or heavily- and lightly-damped dynamics [24]. As another example, Rideout et al. proposed a systematic way to identify and break weak couplings [26]. Reduction, on the other hand, refers to finding a lower-order model that captures only the most essential dynamics, and thus approximates the dominant behavior of the original model. Examples include balanced truncation [23], Han-kel-norm approximation [10], and proper orthogonal decomposition [11]. Finally, simplification refers to finding a more succinct realization without compromising accuracy. For example, the well-known ideas of polezero cancellation [4], Kalman's minimal realization [13], or explicit elimination of Lagrange multipliers [28,35] can be referred to as simplification techniques. Thus, in this context simplification refers to removing
what is irrelevant, while partitioning and reduction refer to neglecting some existing, but less important phenomena.

To illustrate the difference between partitioning, reduction, and simplification, consider an automobile that is modeled with 6 DoF, but moves only in the pitch plane. Then, assuming that the translational dynamics affect the pitch dynamics, but not vice versa, decoupling the two would be deemed as partitioning. If the pitch dynamics are considered unimportant for the system dynamics and removed from the model completely, that is considered reduction. Finally, recognizing that the vehicle motion is in a plane and, thus, eliminating yaw, roll, and lateral dynamics to end up with a 3 DoF model would be simplification. This paper focuses exclusively on simplification.

As a way of expressing the models in a modular modeling environment, bond graphs prove to be suitable due to their power-based graphical nature and their lending themselves to modularity [14]. As an example, a bond-graph-based modular modeling paradigm has been shown to be suitable for modeling reconfigurable machine tool servo drives [8]. There are other possible representations to create a modular environment, such as block diagrams [18] or Modelica [9], but bond graphs are preferred in this work due their convenience. Nevertheless, it is noteworthy that although the method presented in this paper is particularly amenable to bond graphs, it is applicable to other representations as well.

The literature presents many mathematical tools, such as pole-zero cancellation [4], Kalman's minimal realization [13], or explicit elimination of Lagrange multipliers [28,35] as mentioned above, that can be used for model simplification, but these techniques apply at the equation level. Thus, even though the equations derived from a bond graph could be simplified with such techniques, the bond graph itself would still contain the excessive complexities, obscuring insight, and requiring the repetition of the equation-level simplification each time the equations are derived from the bond graph.

There are some well-established rules for bond-graph-level simplification [14], such as eliminating powerthrough junctions, merging adjacent junctions of same type, eliminating a null effort (flow) source connected to a 1 -junction ( 0 -junction), lumping dependent elements, or some structural equivalencies. However, these rules by themselves are not enough to eliminate a Lagrange multiplier from a bond graph, for example. Hence, they still leave room for more simplification.

A more advanced model simplification procedure in the bond-graph domain is proposed by Rinderle and Subramaniam [27], consisting of four main steps: (1) eliminating null sources, (2) eliminating transformers with zero modulus, (3) eliminating constraining junction structures, and (4) reducing the number of dependent inertia elements through parameter lumping based on the Lagrangian. Although very useful in some cases, this technique is not very effective when the transformers are modulated, or the constraints are enforced through Lagrange multipliers, for example, so that there are no constraining junction structures in the model.

There are also some bond-graph level tools that have been developed for reduction and partitioning purposes, but can serve, to some degree, for simplification purposes as well. In particular, a metric called "activity" for measuring power flow among bond-graph elements has been proposed by Louca et al. and used to create a model reduction algorithm called MORA [21]. If MORA is used to remove zero-activity elements only, it serves as a simplification tool. Nevertheless, a significant amount of complexity may still remain in the model, because MORA concentrates only on the energy elements and not on the junction structure. In addition, the partitioning algorithm proposed by Rideout et al. also leverages the activity concept [26]. Weak coupling points can serve for simplification purposes if the driven partition consists only of an inactive junction structure and elements that can be removed along with the junction structure, but this is not always the case. Thus, this method is also not very effective for simplification.

This paper presents a realization-preserving algorithm to achieve a structural simplification at bond-graph level. To this end, a unified treatment of junction elements is introduced. In particular, the activity metric [21] is extended to junction elements to identify the inactive ones and eliminate them to simplify models. This approach can be considered as a generalization of the well-known idea that 1 -junctions with zero flow and 0 -junctions with zero effort can be eliminated from a bond graph. Thus, the contribution of this paper is the generalization of the zero-flow and zero-effort metrics into a unified metric, inactivity; a procedure to identify and remove inactive junction structures; and a detailed discussion of the realization-preserving and inputdependent property of this approach.

The remainder of this paper is organized as follows: Section 2 defines inactivity of a junction, lays out the procedure to simplify models when inactive junctions are present, and demonstrates the simplification and its benefits on a simple example. Section 3 discusses the procedure in more detail, highlighting the advantages and disadvantages of its realization-preserving and input-dependent characteristics. Conclusions are drawn in Section 4.

## 2. Model simplification based on junction inactivity

### 2.1. Inactivity of junction elements

The activity metric developed by Louca et al. is a measure of power flow in a model for a given input [21]. Activity of an energy element (i.e., generalized inertia (I), capacitance (C) or resistance (R)) is formally defined as

$$
\begin{equation*}
A=\int_{t_{1}}^{t_{2}}|e \cdot f| \mathrm{d} t \tag{1}
\end{equation*}
$$

where $A, e$ and $f$ are the activity, generalized effort and flow of the element, respectively. Based on the hypothesis that elements with low activity contribute less to the system dynamics, the activity metric is used as the basis for a systematic model reduction technique called "Model Order Reduction Algorithm (MORA)" [21]. In MORA, the activity metric is defined and used for assessing the single port energy elements (I, C and R) only.

If the junction structure is to be considered for simplification, a metric for junctions is needed, as well. In this work a junction element, 1- or 0-junction, is called "inactive," if all the bonds that are connected to the junction element have a negligible activity, i.e.,

$$
\begin{equation*}
A_{i}=\int_{t_{1}}^{t_{2}}\left|e_{i} f_{i}\right| \mathrm{d} t \leqslant \varepsilon, \quad i=1,2, \ldots, n \tag{2}
\end{equation*}
$$

where $A_{i}, e_{i}$ and $f_{i}$ are the activity, effort and flow of bond $i$ connected to the junction element, respectively; $\varepsilon$ is a small number, which will be referred to hereafter as the inactivity threshold; and $n$ is the number of bonds connected to the junction element. The inactivity threshold is set equal to the numerical zero as determined by the numerical integration tolerance. If an analytical solution is available, the threshold can be set equal to zero.

The hypothesis is that inactive junction structures can be removed from the bond graph without compromising accuracy, thus simplifying the model.

Two points are important to note here: first, the inactive junction concept can be considered as the generalization of the idea that 1 -junctions with zero flow and 0 -junctions with zero effort can be eliminated from a bond graph without sacrificing the accuracy of the model. This is because a 1 -junction ( 0 -junction) will be inactive not only if its flow (effort) is zero, but also if all the efforts (flows) are zero. For example, if a 1 -junction represents a characteristic non-zero velocity component along which no force does any work, then that 1junction is going to be inactive despite the non-zero flow. This point will be clearer in the physical example in Section 2.3.

Second, the elimination of an inactive junction does not necessarily correspond to removing every nullpower bond from the model. In fact, the latter may lead to computational problems. To illustrate this, consider a particle of mass $m$ that is constrained to move along an arbitrary path (Fig. 1a). The particle experiences a gravitational force in the -y direction, and a viscous friction, $b$, as it moves along the path. Assume that the modeler has chosen to work with two coordinate frames, the inertial $(x-y)$ and constraint $(n-t)$ frames, for their convenience to express the gravitational and constraint forces, respectively. The bond graph of this scenario is given in Fig. 1b, where the pseudo-flow source (PSf) [8] represents the Lagrange multiplier enforcing the constraint, and modulated transformers take care of the coordinate transformation between the inertial and constraint frames. Specifically, $\left[\begin{array}{ll}v_{n} & v_{t}\end{array}\right]^{\mathrm{T}}=\mathbf{A}^{C I}\left[\begin{array}{ll}v_{x} & v_{y}\end{array}\right]^{\mathrm{T}}$, where $\mathbf{A}^{C I}$ is the transforma-


Fig. 1. (a) Particle constrained to an arbitrary path, (b) system bond graph with Lagrange multiplier (PSf).
tion matrix from the inertial frame to the constraint frame. Note that the elements of $\mathbf{A}^{C I}$ can become arbitrarily small, since the path is arbitrary. In other words, even though $\mathbf{A}^{C I}$ will always be invertible, its individual elements may be not. Therefore, all the modulated transformers in Fig. 1b should have a fixed flow-in-flow-out causality to avoid singularities. In that case, the only possible causal assignment is as shown in Fig. 1b. Note that the bond between the PSf and 0 -junction elements will have null power due to the zero normal component of the particle velocity. However, it cannot be removed from the bond graph, because that would create a causal conflict due to the fixed causal assignment of the MTF elements. The proposed metric would identify the 0 -junction to which the PSf element is connected to as active and would not consider it for simplification, thereby keeping a null-power bond in the model.

### 2.2. The procedure

Using the inactivity metric defined in the previous subsection for a junction element, a procedure to simplify bond-graph models is proposed below.

Since activity depends on the chosen excitation and time-window, it is critical to choose them properly for the task at hand. Selecting proper excitations and the time-window are considered as prerequisite steps. Section 3 will discuss the importance of proper excitations more in detail.

After the prerequisite steps are completed, the main steps of the simplification procedure can be described as follows:

1. Detection of inactive junction elements: a simulation run is performed and the activity values are recorded. The inactivity threshold $\varepsilon$ is selected, typically on the order of magnitude of the numerical integration tolerance, and the inactive junctions are identified using (2).
2. Preserving modulating signals: some junction structures may be inactive, yet important for generating a modulating signal necessary for the rest of the bond graph. To preserve the modulating signal, the inactive bond-graph junction structure that generates the modulating signal should be converted into a block diagram, instead of being removed completely.
3. Elimination of inactive junctions: the remaining inactive junctions are removed from the model, along with the elements and submodel ports that become detached after the removal of the inactive junction elements.

After the last step, if desired, the well-known bond-graph simplification techniques can be applied, such as removal of power through 1 - or 0 -junctions, removal of unity gain transformers, merging adjacent junctions of the same type, or lumping dependent inertias onto independent ones.

This procedure is given as a flowchart in Fig. 2 and is illustrated with an example in Section 2.3.

### 2.3. Example: bead on a stick

To illustrate how the proposed algorithm works, consider a bead that can slide smoothly on a stick, which is swung in a vertical plane with constant angular velocity $\omega$. Fig. 3 illustrates the described system and shows


Fig. 2. The flowchart of the simplification process.
its modular bond graph, which is composed of 3D rigid-body and joint models. For the details of the modules please see the Appendix. One may argue that this system is too simple to justify the modular modeling approach, but since the purpose here is to demonstrate and discuss the proposed simplification algorithm, this and all the other example systems in this paper are intentionally kept simple.

Note that the modular model (Fig. 3b), although very easy to create, is quite complex considering the given 1-DoF system: the model has two 6-DoF rigid-body models representing the stick and bead, and two joint models representing the connections between the bead and stick, and the stick and ground. As a result, there are many dimensions, in which the system cannot move, but which are included in the model anyway because of the modular approach adopted in creating it. For the bond-graph this implies that there are many unnecessary elements in the model. Thus, there is an opportunity for simplification created by the modular approach to modeling.

Simplification is then carried out as follows: a simulation run using the 20 -sim software [1] is performed to record the activity values, and the original model is simplified based on an inactivity threshold of $10^{-5}$, which is also equal to the simulation tolerance. The resulting simplified model is given in Fig. 4. As seen in Fig. 4, the proposed algorithm significantly reduces the complexity of the bead and joint models, and completely removes the stick and ground models. A detailed explanation of the simplification and the physical motivation behind it is given next.


Fig. 3. (a) The bead and stick system and (b) its modular bond-graph model.

First, consider the bead model. Fig. 5 shows the original rigid-body module representing the bead and its simplification in detail. In Fig. 5 the inactive junction-structure to be removed is shown in grey, along with the elements to be removed based on the implication of the inactive junction-structure. The junction structure that is inactive, but important for the generation of a modulating signal, is shown with outlined characters and the corresponding bonds are denoted by dash-dotted lines.

The phenomena that are removed due to inactivity or preserved despite inactivity, and the physical motivations behind those removals and preservations are as follows: Rotational dynamics are eliminated completely, because the stick and, therefore, the bead connected to it are rotating with a constant angular velocity. The cross-product $\vec{\omega} \times \vec{r}$, i.e., the velocity of the connection point of the bead due to rotation, is removed, because the connection point coincides with the center of mass of the bead, i.e., $\vec{r}=0$. The translational dynamics in the $z$-direction is removed, because the system is planar. Due to the same reason, there is also some simplification in the coordinate transformation from bead frame to the inertial frame. Finally, the preserved inactive structure is generating the signal $\dot{d}$, i.e., the velocity of the bead relative to the stick. The inactivity of this particular structure is due to the smoothness of the motion. Nevertheless, the signal $\dot{d}$ is important, as its integral, $d$, i.e., the position of the bead relative to stick, is one of the states of the system. The associated force variable, however, is not necessary, because there is no force that acts along $d$. Hence, this particular junction structure is converted into a block diagram in Fig. 4, which is the signal path from the 1 -junctions in the bead model to the integrator in the translational-joint model. This eliminates the corresponding force variable from the model.


Fig. 4. The simplified bead and stick model.
Second, consider the stick and ground models. Note how the algorithm recognizes the fact that the dynamics of the stick are irrelevant due to the constant angular velocity, and eliminates the rigid-body model representing the stick completely from the model. This makes the ground model redundant as well.

Finally, with 4 DoF removed from the bead model, and the stick and ground models eliminated completely, the constraints in the joint models become unnecessary and are therefore removed, which significantly simplifies the joint models as well.

Note that all these physical observations are incorporated into the model automatically by the simplification algorithm. Therefore, the simplification provides additional insight into the system, making the model more conceptually efficient. Furthermore, accuracy is preserved (within the numerical tolerance) during the simplification as seen in Fig. 6, where the relative position of the bead is chosen as the output. These results have been obtained using the following parameter values and initial conditions: $m=1 \mathrm{~kg}, \omega=5 \mathrm{rad} / \mathrm{s}$, $g=9.81 \mathrm{~m} / \mathrm{s}^{2}, \theta(0)=0, d(0)=0.3 \mathrm{~m}$.

The simplification of the bond graph leads not only to conceptual efficiency, but also to computational efficiency. With a reduced number of simulation equations, as evident from Table 1, the simplified model takes nearly $80 \%$ less time than the original model for 1000 iterations of simulation while predicting the same behavior as the original model. The rationale behind repeating the simulation 1000 times is to reduce the stochastic variations in simulation time due to the other processes concurrently running on the computer. The quantities in Table 1 are obtained with the 20 -sim software [1].

## 3. Discussion of characteristics of inactive-junction-based simplification

The proposed algorithm has two important characteristics: being realization-preserving and input-dependent. It is realization-preserving, because the simplified bond graph is in essence a subset of the initial bond graph. This property is important to preserve the physical meaning of the original model, but has further implications as will be discussed further in this section. The proposed algorithm is input-dependent, because the power flow in the model, and therefore the activity analysis, depends on the inputs. Here the term "input" collectively refers to excitation, parameters, and initial conditions. This can be considered as both an advantage and disadvantage as will be demonstrated later in this section.

This section illustrates the importance of these two characteristics using examples. A more formal discussion of these characteristics is omitted for brevity, and is subject of other papers $[6,7]$ and future work.


Fig. 5. Bead model with inactive junction structure and its implications marked.

### 3.1. Preservation of realization

The proposed algorithm simplifies a given bond-graph model by detecting and eliminating the elements that do not contribute to the system dynamics. As such, the simplified model is a subset of the initial bond-graph. Therefore, the realization of the original model is preserved. This realization-preserving property is important to preserve the physical meaning of the original model. As a result of this property, the realization of the original model significantly affects the outcome of the algorithm, because some realizations can be more conducive to simplification than others. This is demonstrated by two mechanical system examples below. In particular, the first example highlights the effect of the orientation of the coordinate frames, and the second one highlights the effect of using absolute versus relative coordinates.


Fig. 6. (a) Outputs of the full and simplified models and (b) the absolute difference between the two outputs.

Table 1
Increase in efficiency due to simplification

|  | Original model | Simplified model |
| :--- | :--- | :--- |
| Number of equations | 557 | 37 |
| Number of variables | 698 | 53 |
| Number of independent states | 20 | 4 |
| Number of dependent states | 9 | 1 |
| Number of constraints | 2 | 0 |
| CPU time for 1000 runs | 17.33 s | 3.64 s |

## Example 1: orientation of the coordinate frames in multibody systems

In the mechanical domain the orientation of the coordinate systems is an important factor in simplification, because some coordinate systems can be more conducive to simplification than others. If the coordinate systems of the original model are not properly aligned with the motions and constraints, then performing a coordinate transformation first can yield more dramatic simplification results.

As an example, consider the simple pendulum shown in Fig. 7 with two possible choices of coordinates for this system, where the first one is rather arbitrary and the second one is aligned with the rotation axis. The original modular model for both choices of coordinates is given in Fig. 8. Due to poor alignment, the arbitrary frame Fig. 7a does not yield a significant simplification, as shown in Fig. 9.

The structure of the bond-graph model in Fig. 9 can be briefly explained as follows. The Rigid Body block represents the pendulum as a rigid body. Within this block, the Rotational Dynamics block is the implementation of Euler's equations for a rotating body. Its implementation is what is known as the Eulerian Junction Structure in bond-graph literature [14], and can be seen in the Appendix in detail (Fig. 22). Similarly, the Translational Dynamics block is the implementation of Newton's equations. The translational dynamics are expressed in the inertial frame, whereas the rotational dynamics are expressed in a coordinate frame fixed


Fig. 7. Two alternatives for the pendulum coordinate frame: (a) arbitrary and (b) aligned with motion.


Fig. 8. The modular pendulum model.
to the pendulum. The Coordinate Transformation block takes care of the transformation between the two coordinate frames using the output of the Quaternion block as the modulating signal for the transformers. Given the angular velocity vector, the Quaternion block calculates the orientation of the pendulum in the form of the transformation matrix from the pendulum frame into the inertial frame. Quaternions are preferred in this modular environment to avoid singularities. The Cross Product block calculates the velocity of the hinge point due to the rotation of the pendulum. When added together with the velocity of the center of mass using the 0 -junction, this gives the absolute velocity of the hinge point, which happens to be zero in this case. Furthermore, the constraint that the pendulum swings in a plane is imposed through the Rotational Joint block, which involves another coordinate transformation into the constraint frame, and two PSf elements implementing Lagrange multipliers and restraining the rotation about the two axis perpendicular to the axis of rotation.


Fig. 9. The simplified pendulum model for the first coordinate frame.
If, however, the pendulum coordinate frame is oriented as in Fig. 7b, the junction structure corresponding to the rotation of the pendulum about the $x$ - and $y$-axes becomes inactive, because the angular velocity of the pendulum is completely described by its $z$-component when resolved in this particular coordinate frame. In this case one obtains the simple model shown in Fig. 10.

An automated way to switch from the first frame to the second one could be desirable as a supplement to the proposed algorithm. Such a reorientation of the coordinate frame is a special case of the problem of selecting a suitable set of independent coordinates to solve a set of differential algebraic equations (DAE), which has been


Fig. 10. The simplified pendulum model for the second coordinate frame.
studied widely in literature under the keywords "coordinate partitioning" and "tangent/null space methods". In particular, these keywords refer to the approach, in which, given a set of coordinates and constraints, a set of independent coordinates are sought to avoid integrating dependent coordinates and causing constraint violations. Various approaches exist to automatically select the independent coordinates, including selecting a subset of the original coordinates using the LU decomposition [34], or creating independent linear combinations of the original coordinates by using the zero eigenvalues theorem [33], QR decomposition [16], singular value decomposition [22,29], or Gram-Schmidt orthogonalization [2,12,19]. However, these methods work with algebraic constraint equations, and typically combine all original coordinates into new ones, resulting in a change in realization more dramatic than just reorienting a coordinate frame. Addressing these issues, however, is beyond the scope of this paper. Nevertheless, a procedure is proposed in [6,7] that employs the Karhunen-Loève expansion to detect the existence of and to find the transformation into a better aligned coordinate frame.

## Example 2: choosing between absolute and relative coordinates

Reorienting the coordinate frames may not by itself furnish the realization most conducive to simplification. Another realization-related question to consider is whether to use absolute or relative coordinates. This example shows how the two different choices yield different simplification results.

Consider a ball, which can move smoothly on the oblique surface of a wedge, as shown in Fig. 11a. A horizontal force acts on the wedge, so that the system starts moving from rest. Fig. 11b shows the corresponding modular bond graph.

The bond graph as given in Fig. 11b uses absolute coordinates to express the dynamics, i.e., all the inertia elements are connected to 1 -junctions that represent absolute velocities, whether resolved in the inertial frame or a body coordinate frame. In this case, no matter how the coordinate frames are oriented, the simplification procedure will always end up with two translational degrees of freedom for the ball along with a constraint, because the ball moves in two dimensions with respect to the ground.

It is easy to see, however, that if the generalized coordinates are chosen as $X$ and $d$ (Fig. 11a), it is possible to express the system dynamics in only two second-order differential equations with no constraints. To get the


Fig. 11. (a) The ball and wedge system and (b) its modular bond-graph model.
same result with the simplification procedure, the same coordinates must be used in the bond graph, i.e., the translational dynamics of the ball must be expressed using relative coordinates, since the second generalized coordinate is a relative quantity. In bond-graph terms, the inertia elements that are currently connected to the 1-junctions representing the ball's absolute velocity in the inertial coordinate frame must be transferred over to the 1 -junctions that stand for the ball's relative velocity with respect to the wedge and reside in the translational joint block. This transformation is straightforward; hence, its details are omitted for brevity.

When the aforementioned modification is made to the system bond graph and the simplification procedure is applied, one obtains the result shown in Fig. 12, where there are only two degrees of freedom and no constraints.

This example shows that if the coordinates used to express the dynamics are independent, as is the case when relative coordinates are used, the proposed algorithm can eliminate all the constraints from the model.


Fig. 12. Simplified ball and wedge model when relative coordinates are used.

Although not essential for the proposed algorithm to work, an automated way to convert a realization in absolute coordinates into a realization in relative coordinates could be another beneficial supplemental tool for the proposed algorithm.

### 3.2. Dependence on inputs

The proposed algorithm is input-dependent, where the term "input" is used in a more general sense, referring to excitations, parameters, and initial conditions altogether. This subsection demonstrates that this explicit dependence can be both an advantage and disadvantage. It is a disadvantage in the sense that if the inputs are not chosen properly, the algorithm may yield a model that is simplified for a different scenario than the intended one. In this context excitations are considered proper if they correctly represent the scenario of interest, e.g., if they cause non-zero constraint forces for all constraints. This is demonstrated in Example 1. Nevertheless, it is also advantageous to have a tool that can take into account different scenarios and simplify the model accordingly. Example 2 illustrates this.

## Example 1: importance of proper excitation

Consider the pendulum example given in Example 1 of Section 3.1 with the arbitrary choice of pendulum coordinate frame (Fig. 7a). The choice of the excitation becomes very critical in this case: if there is no excitation force in the model besides gravity, the simplification algorithm simplifies the original model (Fig. 8) as shown in Fig. 13. Note that there are three independent rotational DoF in the rigid-body model and no constraints,


Fig. 13. The simplified pendulum model obtained with a poor excitation.
which means that the number of DoF of the simplified model is three, which is two more than the number of DoF of the original model.

The reason why the number of DoF changes after simplification is the improper excitation. Since there is no force that tries to move the pendulum away from its swing plane, the constraint forces get eliminated from the original model due to the inactivity of junctions to which the constraint forces are connected. As long as the initial conditions satisfy the constraints there is no problem with the simplified model in terms of predicting the pendulum behavior. The problem is, however, that there is no structural mechanism left in the model to enforce the conformity of the initial conditions with the constraints.

The solution to this problem is to augment the original model with proper excitations. If we add to the original model forces that try to move the pendulum out of its swing plane, the simplified rotational joint model becomes as shown in Fig. 9. Although the rigid-body model still has three independent inertia elements, the system has only one DoF due to the two constraint elements kept in the rotational joint. Therefore, the model can prevent inconsistent initial conditions, and also accommodate forces that do not lie in the swing plane.

A more general conclusion that can be drawn from this example is that a set of representative excitations, instead of a single one, may be necessary to describe the scenario of interest. In that case, the simplification has to be repeated for all excitations in the set. The simplified model for that particular scenario is then the union of the simplified models. In this paper, the selection of the set of excitations descriptive enough for a particular scenario is left to the modeler. Development of a tool to aid in this task is beyond the scope of this paper, but appropriate for future research.

## Example 2: advantage of input-dependence

The input-dependent characteristic of the proposed algorithm allows for the algorithm to take different scenarios into account. As a result, the algorithm can exploit the different scenarios and yield different simplified models. This example shows that the algorithm can simplify a model that is already simple enough for many different scenarios even further, when a particular input is considered.

Consider a system where two mass-spring systems are concatenated and the mass on the bottom is excited with a harmonic force. This physical system and its bond-graph model are given in Fig. 14.


Fig. 14. (a) Two-mass-spring system and (b) its bond-graph model.

$$
\mathrm{k}: \mathbf{C} \rightleftharpoons \mathbf{0} \longrightarrow \mathrm{I}: \mathrm{m}
$$

Fig. 15. Simplified two-mass-spring system for the perfectly-tuned vibration absorber scenario.

The bond graph of the system is certainly simple enough, but, as an illustration, consider what happens for a special parameter and initial condition set that results in the top mass-spring system acting like a perfectlytuned passive vibration absorber. In that case, the bottom mass-spring system would not move, because the force generated by the vibration absorber would be symmetric to the applied force. If one applies the simplification procedure for this particular excitation, parameter and initial condition set, one obtains a simpler model, in which the inert mass-spring system is removed along with the excitation force Fig. 15. In other words, two idle states and one excitation are removed from the model, and the system motion is then only due to the initial conditions of the remaining two states.

The general conclusion drawn for Example 1 also applies here, i.e., the simplification may have to be repeated for different parameters to find a simplified model suitable for the scenario considered. For example, in the case of parameter uncertainty it may be a good practice to perturb the parameters to check if the simplification results are not for a very special case such as a perfectly-tuned vibration absorber. Similarly, if a possible set/range of parameters exists, the simplification should be repeated for a representative set of parameters and the union of the results should be taken as the simplified model. How the representative parameters should be selected is an important issue beyond the scope of this paper, but appropriate for future research.

## 4. Summary and conclusion

Inactivity of a junction element is defined, and a bond-graph-level structural simplification procedure is proposed that is based on junction inactivity. This approach can be considered as a generalization of simplifying a bond graph by removing zero-flow 1 -junctions and zero-effort 0 -junctions. The suggested use of the activity metric allows for a unified treatment of junction elements and leads to a unified structural simplification procedure that is easy to implement at bond-graph level. The procedure is illustrated with examples, and its realization-preserving and input-dependent characteristics are highlighted. Even though the examples in this paper were selected from the mechanical domain, the proposed algorithm is applicable to any energetic domain due to the energy-based metric utilized. In that sense, the algorithm is domain independent.

Although the procedure is presented in a bond-graph framework, it is not exclusively for bond graphs and can be implemented in other modeling environments as well, provided that the power variables required for the activity calculation are available. Nevertheless, bond graphs readily provide these power variables and explicitly show the junction elements of interest, thereby greatly facilitating the presentation, implementation, and discussion of the algorithm. Therefore, they are the preferred representation in this work.

The preservation of realization property of the proposed algorithm helps preserve the physical meaning of the model during simplification, but also raises the question about which realizations to use to achieve best results. To some extent, this question has been answered in [6,7], and further investigation of this topic is left as a future work.

The input-dependent characteristic of the proposed algorithm, on the other hand, has been shown to be both a pitfall and an advantage. It is important to select the inputs (excitations, parameters, initial conditions) carefully, as they define the scenario that is being subject to simplification. Ill-defined scenarios may lead to overly simplified results, which is a potential pitfall. However, when the inputs are selected properly, the input-dependence of the algorithm can create different simplified models for different scenarios. From this point of view, this characteristic is considered as an advantage.

If more than one set of inputs is necessary to define the scenario of interest, e.g., in the case of stochastic inputs, parameter uncertainty, a range of possible parameter values, etc., then repetition of the simplification algorithm for all inputs is necessary. In that case, the union of the simplification results should be taken as the simplified model for that particular scenario. Proper selection of inputs is left to the modeler in this paper. However, it may be a challenging task, and a tool to address this challenge could be valuable. This is another potential area for future research.

The results obtained so far with the proposed procedure encourage the integration of this tool with the modular modeling approach. Instead of creating a simple model by hand, which is error-prone and time-consuming, system models can be assembled quickly in a modular way, and then simplified automatically to increase insight and efficiency. This provides an alternative way to obtaining simple models, not just at the equation level, but also at the bond-graph level, while preserving all the benefits of modularity. This in turn can be very valuable from both a conceptual and computational point of view by allowing for rapid development of mathematical models tailored for specific scenarios of interest.


Fig. 16. The ground model.


Fig. 17. The rotational joint model.


Fig. 18. The actuated rotational joint model.


Fig. 19. The rigid body model.


Fig. 20. The coordinate transformation model for effort-in-effort-out causality.


Fig. 21. The coordinate transformation model for flow-in-flow-out causality.


Fig. 22. The rotational dynamics model.


Fig. 23. The cross product model.


Fig. 24. The translational dynamics model.
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## Appendix A. The modules

This Appendix shows all the bond-graph modules used in this paper in detail (see Figs. 16-24).
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