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#### Abstract

We consider the counting rate estimation of an unknown radioactive source, which emits photons at times modeled by an homogeneous Poisson process. A spectrometer converts the energy of incoming photons into electrical pulses, whose number provides a rough estimate of the intensity of the Poisson process. When the activity of the source is high, a physical phenomenon known as pileup effect distorts direct measurements, resulting in a significant bias to the standard estimators of the source activities used so far in the field. We show in this paper that the problem of counting rate estimation can be interpreted as a sparse regression problem. We suggest a post-processed, nonnegative, version of the Least Absolute Shrinkage and Selection Operator (LASSO) to estimate the photon arrival times. The main difficulty in this problem is that no theoretical conditions can guarantee consistency in sparsity of LASSO, because the dictionary is not ideal and the signal is sampled. We therefore derive theoretical conditions and bounds which illustrate that the proposed method can none the less provide a good, close to the best attainable, estimate of the counting rate activity. The good performances of the proposed approach are studied on simulations and real datasets.


## 1 Introduction

Rate estimation of a point process is an important problem in nuclear spectroscopy. An unknown radioactive source emits photons at random times, which are modeled by an homogeneous Poisson process. Each photon which interacts with a semiconductor detector produces electron-hole pairs, whose migration generates an electrical pulse of finite duration. We can therefore estimate the activity of the source by counting the number of activity periods of the detector. We refer the reader to [12] and [13] for further insights on the physical aspects in this framework. However, when the source is highly radioactive, the durations of the electrical pulses may be longer than their interarrival times, thus the pulses can overlap. In gamma spectrometry, this phenomenon is referred to as pileup. Such a distortion
induces an underestimation of the activity, which become more severe as the counting rate increases. This issue is illustrated in Figure 1.


Figure 1: Example of a spectrometric signal. The red part is an example of piled up electrical pulses.

In its mathematical form, the current intensity as a function of time can be modeled as a general shot-noise process

$$
\begin{equation*}
y(t) \triangleq \sum_{k \geq 1} E_{k} \Phi_{k}\left(t-T_{k}\right) \tag{1}
\end{equation*}
$$

where $\left\{E_{k}, k \geq 1\right\}$ and $\left\{\Phi_{k}(s), k \geq 1\right\}$ are respectively the energy and the shape of the electrical pulse associated to the $k$-th photon, and $y(t)$ defines the continuous time recorded signal. The pulse shapes $\left\{\Phi_{k}(s), k \geq 1\right\}$ are assumed to belong to a parametric family of functions $\Gamma_{\Theta}, \Theta \subset \mathbb{R}^{n}$. The restriction of the signal to a maximal segment where it is strictly positive is referred to as a busy period, and where it is 0 as idle period. In practice, we observe of sampled version of (1) with additional noise, and wish to estimate from this recorded digital signal the counting rate activity.

The problem of activity estimation has been extensively studied in the field of nuclear instrumentation since the 1960's (see [7] or [17] for a detailed review of these early contributions; classical pileup rejection techniques are detailed in [1]). Early papers on pileup correction focus specifically on activity correction methods, such as the VPG (Virtual Pulse Generator) method described in [25, 26]. Moreover, it must be stressed that these techniques are strongly related to the instrumentation used for the experiments. Recent offline methods
are based on direct inversion techniques [20] or computationally intensive methods [4], and are usually not fitted for very high counting rates. It is of interest to consider fast, event-byevent pile-up correctors for real-time applications, as proposed in [22] for calorimetry and in [18] for scintillators. One of the main advantages of the methods developed in [20] is that they do not rely on any shape information of the time signal, but rather on the alternance of the idle and busy periods of the detector. However, when the activity of the radioactive source is too high, we observe very few transitions from busy to idle periods, thus making this information statistically irrelevant.

In the latter case, it is therefore necessary to introduce additional assumptions on the pulse shapes (e.g. to specify $\Gamma_{\Theta}$ ), and to estimate both the signal sample path on a relevant basis. This can be formally viewed as a regression problem. However, due to the nature of the physical phenomenon, and since Poisson processes usually represent occurrences of rare events, the regressor chosen to estimate the signal must be sparse as well. Since the seminal papers [19] and [9, representation of sparse signals has received a considerable attention, and significant advances have been made both from the theoretical and applied point of view. Several recent contributions [11] suggest efficent algorithms yielding estimators with good statistical properties, thus making sparse regression estimators a possible option for realtime processing. In this paper, we chose to use a modification of LASSO with a positivity constraint [11].Indeed, LASSO provides a sparse solution close to the real signal for the $\ell_{2}$ norm. However, since we are not interested in the reconstruction of the signal for activity estimation, but rather in the Poissonian arrival times, it is of interest to investigate the consistency in selection of the sparsity pattern. Numerous recent works have been devoted to this general question about LASSO, the first ones being [31] and [15]. Both papers introduced independently the so-called irrepresentability condition as a necessary condition for selection consistency. More recently, [24] developed the conditions under which the irrepresentability condition is also a sufficient one. We also refer to [30, [16], [21] and for recent results on consistency in the $\ell_{2}$-sense for the signal estimation; note however that the estimation of the activity of the source is related to the selection consistency issue, whereas the consistency in the $\ell_{2}$ sense should be used for energy spectrum reconstruction. The problem we address in this paper shares also similarities with the reconstruction of sampled signals with finite rate of innovation [23]. In the latter, the authors present a method based on the use of the annihilator filter used in error-correction coding, which allows to reconstruct perfectly a Poisson driven signal made of splines of piecewise polynomials, even when it is not bandwidth limited. This leads to a purely algebraic reconstruction of the signal when it can be decomposed on a known functional base. However, the cornerstone for algebraic reconstruction is the full knowledge of this base, which is not the case in our framework.

The paper is organized as follows. Section 2 presents the model and the derivation of the estimator of the counting rate. This estimation can be roughly seen as a post-processed version of the non-negative LASSO. Though (11) is rather close to a standard linear regression one, the presented problem is difficult to address, since the discrete signal stemming from $y(t)$ is not generated from a specific, known dictionary. Moreover, it is impossible to infer
the exact number of Poissonian arrivals between two sampling points. Both considerations imply that theoretical conditions (e.g. derived in [24]) which ensure consistency in sparsity are not met in this case.. We therefore present in Section 3 theoretical results showing that the activity of the source can be recovered almost as well as the best estimator we could build from a full knowledge of the Poisson process and discrete observations with a high probability. Finally, section 4 illustrates on some applications the effectiveness of the proposed approach, both on simulations and real data, with comments. Details of the calculations and proofs of the presented results are detailed in the appendix.

## 2 Sparse regression based method for activity estimation

### 2.1 Model and assumptions

We observe a signal uniformly sampled on some subdivision $\mathcal{T} \triangleq\left\{0=t_{0}, t_{1}, t_{2}, \ldots, t_{N-1}\right\}$ with sampling period $\Delta t$, stemming from a discrete version of (1):

$$
\begin{equation*}
y_{i}=\sum_{n=1}^{M} E_{n} \Phi_{n}\left(t_{i}-T_{n}\right)+\varepsilon_{i}, \quad 0 \leq i \leq N-1 \tag{2}
\end{equation*}
$$

where $\left\{T_{n}, 1 \leq n \leq M\right\}$ is the sample path of an homogeneous Poisson process with constant unknown intensity $\lambda,\left\{E_{n}, 1 \leq n \leq M\right\}$ is a sequence of independent and identically distributed (iid) random variables representing the photons energies, with unknown probability density function $f,\left\{\Phi_{n}, 1 \leq n \leq M\right\}$ is a sequence of functions to be defined later which characterize the electric pulse shapes generated by the photons, and $\left\{\varepsilon_{i}, 0 \leq i \leq N-1\right\}$ is a sequence of iid Gaussian random variables with zero mean and variance $\sigma^{2}$ representing the additional noise of the input signal. Alternatively, when defining the matrix $\boldsymbol{\Phi} \triangleq\left[\Phi_{n}\left(t_{i}-T_{n}\right)\right]_{0 \leq i \leq N-1,1 \leq n \leq M}$ and the vectors $\mathbf{y} \triangleq\left[y_{0}, y_{1}, \ldots, y_{N-1}\right]^{T}, \mathbf{E} \triangleq\left[E_{1}, \ldots, E_{M}\right]^{T}$ and $\boldsymbol{\varepsilon} \triangleq\left[\varepsilon_{0}, \ldots, \varepsilon_{N-1}\right]^{T},(2)$ can be rewritten in a matricial form:

$$
\begin{equation*}
\mathbf{y}=\boldsymbol{\Phi} \mathbf{E}+\varepsilon . \tag{3}
\end{equation*}
$$

All along the paper, it is assumed for convenience that $N$ is an even number. The problem to address is the estimation of $\lambda$ given $\mathbf{y}$. However, no $T_{n}$ belongs to $\mathcal{T}$ with probability 1 . We thus introduce the following integer subset related to the closest sample times from the Poisson arrivals $T_{n}$ :

$$
\begin{equation*}
P_{0} \triangleq\left\{\left\lfloor T_{n} / \Delta t\right\rfloor ; n=1, \ldots, M\right\} \tag{4}
\end{equation*}
$$

where $\lfloor x\rfloor$ denotes the closest integer to $x$. Note that provided $\lambda \Delta t \ll 1, P_{0}$ is a sparse subset of $\{0,1, \ldots, N-1\}$. We further on denote by $\overline{\mathbf{y}}$ the noise-free part of the signal (3), that is $\overline{\mathbf{y}} \triangleq \boldsymbol{\Phi} \mathbf{E}$. All along the paper, it is assumed that the random variables $\left\{E_{n}, 1 \leq n \leq M\right\}$
are bounded by positive and known constants $E_{\min }, E_{\max }$ :

$$
\begin{equation*}
0<E_{\min } \leq E_{n} \leq E_{\max }, n=1, \ldots, M \tag{5}
\end{equation*}
$$

In practice, neither $\mathbf{E}$ nor $\boldsymbol{\Phi}$ are known, so the problem cannot be seen as a standard regression problem. Nevertheless, a single electrical pulse $\Phi_{n}$ has a specific shape, characterized in most detectors by a rapid growth created by the charge collection followed by an exponential decay as the charges migrate to the detector electrodes. Thus, a natural idea is to rely on some user predefined dictionary of truncated gamma shapes in order to obtain a modelization of (3) we can work with. Since a gamma shape is parametrized by two scale and shape parameters, we define a set of $p$ pairs of such parameters by $\boldsymbol{\theta} \triangleq\left\{\left(\theta_{1}^{(s)}, \theta_{2}^{(s)}\right) ; s=1,2, \cdots, p\right\}$. For all $s=1, \ldots, p$, we define the following pulse shape:

$$
\Gamma_{s}(t) \triangleq c_{s} t^{\theta_{1}^{(s)}} \exp \left(-\theta_{2}^{(s)} t\right) \mathbf{1}(0<t \leq \tau \Delta t)
$$

where $\tau$ is a positive constant integer defining the common support of the pulse shapes, and $c_{s}$ is a normalizing constant chosen so that $\frac{1}{N} \sum_{i=0}^{N-1} \Gamma_{s}\left(t_{i}\right)^{2}=1$. Accordingly, we define the following $N \times p$ matrix $\mathbf{A}_{k}$ whose columns are sampled versions of the previously defined pulse shapes, translated by $t_{k}$ :

$$
\begin{equation*}
\mathbf{A}_{k} \triangleq\left[\Gamma_{s}\left(t_{i}-t_{k}\right)\right]_{0 \leq i \leq N-1,1 \leq s \leq p} \tag{6}
\end{equation*}
$$

We further on refer to $\mathbf{A}_{k}$ in (6) as the time block associated to the $k$-th point. We now define a global dictionary $\mathbf{A}$ by concatenating these time blocks:

$$
\mathbf{A}=\left[\begin{array}{llll}
\mathbf{A}_{0} & \mathbf{A}_{1} & \cdots & \mathbf{A}_{N-1} \tag{7}
\end{array}\right] .
$$

Note that (7) defines a $N \times N p$ matrix with full rank $N$. Therefore, an equivalent version of (3) consists in some linear decomposition of $\overline{\mathbf{y}}$ along the columns of $\mathbf{A}$, for some unknown regressor $\boldsymbol{\beta}$. Recall that with probability 1 , no $T_{n}$ belongs to $\mathcal{T}$ neither $\Phi_{n}$ is a column of A. In that sense, we shall say that our dictionary $\mathbf{A}$ is incomplete. Therefore, the model investigated throughout the rest of the paper is

$$
\begin{equation*}
\mathbf{y}=\mathbf{A} \boldsymbol{\beta}+\boldsymbol{\delta}+\boldsymbol{\varepsilon} \tag{8}
\end{equation*}
$$

in which $\boldsymbol{\delta} \triangleq \overline{\mathbf{y}}-\mathbf{A} \boldsymbol{\beta}$ denotes the discrepency between the decomposition on $\boldsymbol{\Phi}$ and $\mathbf{A}$, and which $\mathbf{A} \boldsymbol{\beta}$ belongs to the closed positive span $\mathcal{C}$ defined as

$$
\begin{align*}
& \mathcal{C} \triangleq\left\{\sum_{i \in P_{0}} \mathbf{A}_{i} x_{i} ; x_{i} \in \mathbb{R}_{+}^{p}\right. \text { such that } \\
& \left.\qquad E_{\min } \leq \frac{1}{\sqrt{N}}\left\|\mathbf{A}_{i} x_{i}\right\|_{2} \leq E_{\max }\right\} . \tag{9}
\end{align*}
$$

Note that $\mathcal{C}$ parametrizes models supported on timeblocks indexed by $P_{0}$ only. The reason for bounding $\left\|\mathbf{A}_{i} x_{i}\right\|_{2}$ in (9) can be understood in light of (5). Since $P_{0}$ contains essentially
all the information one could ever retrieve from $T_{n}$, the set of all the $T_{n}$ and $\Delta t P_{0}$ tend to be identical as $\Delta t$ tends to 0 . Since we expect the decomposition $\mathbf{A} \boldsymbol{\beta}$ to be quite close to the decomposition $\boldsymbol{\Phi} \mathbf{E}$, it is rather natural to focus on the best discrepancy measure $\boldsymbol{\delta}$ one could ever get when imposing similar constraints on the energies encoded in the model $\mathbf{A} \boldsymbol{\beta}$. Following (8), and since we want to focus on model with small discrepancy, we use in the rest of the paper $\alpha \triangleq\|\boldsymbol{\delta}\|_{2} / \sqrt{N}$ as a standard discrepancy measure.

### 2.2 Additional notations

We introduce here for convenience the notations used in the following sections. Given any finite discrete set $I$, we denote by $|I|$ its cardinality. We denote by $\mathbf{1}_{I}$, the column vector of length $|I|$ whose all coefficients are equal to 1 . If $\mathbf{u}, \mathbf{v}$ are two vectors of identical size, we shall write $\mathbf{u}<\mathbf{v}$ (respectively $\mathbf{u} \leq \mathbf{v}$ ) when all entries of $\mathbf{v}-\mathbf{u}$ are positive (nonnegative).

If $n$ is any integer in $\{1, \cdots, N p\}$, thus indexing a column of $\mathbf{A}$, we shall refer to this column by $A_{n}$; similarly for any regressor $\boldsymbol{\beta} \in \mathbb{R}^{N p}$ the $n$th entry is denoted by $\beta_{n}$. Given $I$ a subset of $\{0,1, \ldots, N-1\}$, we denote by $\mathbf{A}_{I}$ the submatrix obtained by concatenation of times blocks whose index belong to $I$, namely

$$
\begin{equation*}
\mathbf{A}_{I} \triangleq\left[\cdots, \mathbf{A}_{k}, \cdots\right]_{k \in I} \tag{10}
\end{equation*}
$$

Given two subsets $I, J$ of $\{0,1, \ldots, N-1\}$, we define the Gram matrix of size $p|I| \times p|J|$ associated to $A_{I}$ and $A_{J}$ as

$$
\begin{equation*}
\mathbf{G}_{I, J} \triangleq \frac{1}{N} \mathbf{A}_{I}^{T} \mathbf{A}_{J} \tag{11}
\end{equation*}
$$

and whenever $I=J$ and reduces to one singleton, we shall drop the dependency in $I, J$ and write more simply $\mathbf{G}$, since by the very construction of $\mathbf{A}$, the Gram matrix of one timeblock is independent of the block index.

Given $\boldsymbol{\beta}$ a vector of size $p N$, it will be naturally decomposed along the timeblocks: $\boldsymbol{\beta}=\left[\boldsymbol{\beta}_{0}^{T} ; \cdots ; \boldsymbol{\beta}_{N-1}^{T}\right]^{T}$, where for all $i, \boldsymbol{\beta}_{i} \in \mathbb{R}^{p}$. We define the block pattern of $\boldsymbol{\beta}$ as

$$
\begin{equation*}
J(\boldsymbol{\beta}) \triangleq\left\{i ; \boldsymbol{\beta}_{i} \neq 0\right\} \tag{12}
\end{equation*}
$$

Given some integer $k$ in $\{0,1, \ldots, N-1\}$, we define for all positive real $\alpha$ the $\alpha$-neighborhood of $k$ as:

$$
\begin{equation*}
V_{\alpha}(k) \triangleq[k-\alpha ; k+\alpha] \cap\{0,1, \ldots, N-1\} \tag{13}
\end{equation*}
$$

and denotes his complement by $\overline{V_{\alpha}(k)}=\{0,1, \ldots, N-1\} \backslash V_{\alpha}(k)$. Alternatively, (13) can be reformulated accordingly to the correlations between blocks, since the discrete correlation between two shapes is a decreasing function of the distance between their time shifts, and is zero whenever this distance is greater than $\tau$. Therefore, given a integer $k$ in $\{0,1, \ldots, N-1\}$, we define some neighbourhood of $k$ accordingly to some specified correlation level $0 \leq \rho \leq 1$ :

$$
\begin{equation*}
\mathcal{T}_{\rho}(k) \triangleq\{0,1, \ldots, N-1\} \backslash\left\{j ; \max \left|\mathbf{G}_{\{k\},\{j\}}\right|<\rho\right\} . \tag{14}
\end{equation*}
$$

In other words, $j \in \overline{\mathcal{T}_{\rho}(k)}$ if and only if every column in the $j$-th timeblock has a correlation lower than $\rho$ with every column in $\mathbf{A}_{k}$, expressing the fact that $t_{j}$ is somehow 'distant' from $t_{k}$. Due to these considerations, we can associate to $\rho \in[0,1]$ a real $\alpha$ such that $V_{\alpha}(k)=\mathcal{T}_{\rho}(k)$. Obviously, when $\rho^{\prime} \leq \rho$ one has $\mathcal{T}_{\rho}(k) \subset \mathcal{T}_{\rho^{\prime}}(k)$, that is $\alpha \leq \alpha^{\prime}$.

We eventually define two quantities which will appear in the theoretical bounds obtained. If $k$ is an integer such that $\tau \leq k \leq N-\tau-1$, we shall define

$$
\begin{equation*}
\mathcal{G} \triangleq \frac{1}{N} \sum_{l \in V_{\tau}(k)} \max _{i, j} \mathbf{A}_{k}^{T} \mathbf{A}_{l}(i, j) \tag{15}
\end{equation*}
$$

as the sum of all maximal correlations per block with respect to the $k$-th timeblock (note that $\mathcal{G}$ is independent of $k$ ), and

$$
\mathfrak{t}(x) \triangleq \frac{1}{x \sqrt{2 \pi}} e^{-x^{2} / 2}
$$

### 2.3 Overview of the estimation procedure

Recall that our objective is to estimate $\lambda$ given $\mathbf{y}$. It is well known that if $\left\{T_{n}, 1 \leq n \leq M\right\}$ are the points of an homogeneous Poisson process, the inter-arrival times are iid random variables with common exponential distribution with parameter $\lambda$. Therefore, $\lambda$ can be consistently estimated by

$$
\begin{equation*}
\lambda_{c} \triangleq \frac{M}{T_{M}} \tag{16}
\end{equation*}
$$

However, $\mathbf{y}$ is a discrete-time signal, therefore (16) cannot be attained since we are restricted to use only times in $\mathcal{T}$. Therefore, the best estimate of $\lambda$ attainable in practice is defined as

$$
\begin{equation*}
\lambda_{\mathrm{opt}} \triangleq \frac{\left|P_{0}\right|}{\Delta t \max P_{0}} \tag{17}
\end{equation*}
$$

It is likely that $\lambda_{\text {opt }}<\lambda_{c}$, since $\left|P_{0}\right|<M$; however, provided $\lambda \Delta t$ is small, $\lambda_{c}$ and $\lambda_{\text {opt }}$ should remain close. The main idea of this paper is therefore to plug in 17) estimates of $M$ and $T_{M}$, as now explained. If the signal is modelled by (8), the set $J(\boldsymbol{\beta})$ still contains much fewer elements than $N$. Thus, we would like to recover first $J(\boldsymbol{\beta})$, and make use of a non-negative LASSO estimator (NNLASSO) [19, 11]:

$$
\begin{aligned}
\widehat{\boldsymbol{\beta}}(r) & =\underset{\left\{\beta \in \mathbb{R}^{N p}\right\}}{\arg \min }\left\{\frac{1}{2 N}\left\|\mathbf{y}-\sum_{m=0}^{N-1} \mathbf{A}_{m} \boldsymbol{\beta}_{m}\right\|_{2}^{2}+r \sum_{m=0}^{N-1}\left|\boldsymbol{\beta}_{m}\right|_{\ell_{1}}\right\} \\
& \text { such that } \boldsymbol{\beta} \geq 0
\end{aligned}
$$

where the tuning parameter $r$ quantifies the tradeoff between sparsity and estimation precision. NNLASSO provides a sparse estimator $\left[\widehat{\boldsymbol{\beta}}_{0}^{T}(r), \cdots, \widehat{\boldsymbol{\beta}}_{N-1}^{T}(r)\right]^{T}$ such that the linear model $\widehat{\mathbf{y}}=\mathbf{A} \widehat{\boldsymbol{\beta}}(r)$ approximates accurately the signal $\mathbf{y}$. In practice, (18) can be efficiently computed by a modification of the LARS algorithm [11]. Note that the group-LASSO [29]
also exploits the time blocks decomposition of $\boldsymbol{\beta}$ and provide a block-sparse regressor. However, in this paper, we cannot assume the groups to be fully known, due to the incompleteness of $\mathbf{A}$.

Assuming that the solution (18) is known, the estimation of $\lambda$ should be carefully done. It is tempting to estimate the arrival times with the set $J(\widehat{\boldsymbol{\beta}}(r))$ and the total number of occurrences by $|J(\widehat{\boldsymbol{\beta}}(r))|$, then plug this data into (17). However $J(\widehat{\boldsymbol{\beta}}(r))$ may contain consecutive active time blocks which do not all correspond to real arrival times. This is not surprising: since $\mathbf{A}$ is incomplete, $J(\boldsymbol{\beta})$ may itself be distinct from $P_{0}$. In this paper we suggest an additional thresholding step to the estimation of $\lambda$ to circumvent this issue, that is

1. solve 18 to obtain $\widehat{\boldsymbol{\beta}}(r)$.
2. set all the $\widehat{\boldsymbol{\beta}}_{m}(r)$ such that $\left\|\widehat{\boldsymbol{\beta}}_{m}(r)\right\|_{1}<\eta$ to zero, where $\eta$ is a user defined threshold to be precised later;
3. estimate the arrival times recursively $\widehat{T}_{n} \triangleq \min _{k=0, \ldots, N-1}\left\{k \Delta t>\widehat{T}_{n-1} ; \widehat{\boldsymbol{\beta}}_{k-1}(r)=0, \widehat{\boldsymbol{\beta}}_{k}(r) \neq\right.$ $0\}$, and $\widehat{M} \triangleq\left|\left\{k ; \widehat{\boldsymbol{\beta}}_{k-1}(r)=0, \widehat{\boldsymbol{\beta}}_{k}(r) \neq 0\right\}\right|$.
4. Estimate the activity as

$$
\begin{equation*}
\widehat{\lambda}(r, \eta) \triangleq \frac{\widehat{M}}{\widehat{T}_{\widehat{M}}} \tag{19}
\end{equation*}
$$

We refer to steps 2 and 3 as "post processing" steps. Both steps can be heuristically understood as follows: step 2 in introduced since time blocks containing negligible weights are probably selected to improve slightly the estimation, but are not related to pulses start; indeed in realistic situations all the pulses considered, including the real ones, start with similar sharp slopes, but decrease differently, which makes these "negligible" time blocks appear behind the pulse start. In step 3 we merge consecutive selected time blocks due to high correlations between blocks and incompleteness of the dictionary, as mentioned above. Clearly a good estimation of $\lambda$ is conditioned by a careful choice of both sparsity and thresholding parameters $r$ and $\eta$. A reasonable a practical choice is to set them accordingly to the noise variance, as seen in the applications section. Note also that the cornerstone of Step 2 is that $\lambda$ is small enough with respect to the signal sampling frequency, so that consecutive active blocks would unlikely correspond to two distinct events. Even if this thresholding fails in case of extremely high counting rates, as seen in the application sections, we emphasize that it covers most spectrometric applications, making it very relevant in practice.

Note also that alternative methods to (18), which are based on iterative and reweighting procedures, exist [8]. These methods seem appealing for higher activities, since they are known to provide sparser solutions than NNLASSO. Similarly, sparse Bayesian learning techniques [27, 28] are known to provide sparser results in the case of very correlated dictionaries. Nevertheless, in practice, the fact that the spectrometric signal y does not stem
directly from A cripples their performances, and the post-processing introduced in the latter remains necessary even in this case, as seen later in the applications section.

## 3 Theoretical results

In order to guarantee some consistency in estimation as well as in selection, previous works imposed conditions on the dictionary A: for instance low correlations between columns [10, 6, [14, 5] or positivity of minors of specific sizes [16, 6, 30]. The estimation procedure described in this paper is close to [16], which suggest improvements of LASSO by hard-thresholding coefficients, so that only representative variables are selected. In [31, 24], the so called irrepresentability condition is introduced, and is proved to be necessary if we wish selection consistency with high confidence. In our case remember we wish to recover $P_{0}$, thus the next subsection details an irrepresentability condition on $\max _{\|z\|_{\infty} \leq 1}\left\|\mathbf{G}_{\bar{P}_{0}, P_{0}} \mathrm{G}_{P_{0}, P_{0}}^{-1} z\right\|_{\infty}$ so that NNLASSO could theoretically select variables belonging only to $P_{0}$. Nevertheless, this insight is not relevant practically. Therefore, further theorems 1 and 2 do not use this assumption, and rather compare the actual timeblock pattern and the one obtained with NNLASSO in terms of intersecting neighborhoods.

### 3.1 Exact timeblock recovery and bounds for sparsity pattern approximation

For any value of the parameter $r>0$, recall that we defined $\widehat{\boldsymbol{\beta}}(r)$ as the NNLASSO minimizer (18). Next proposition is closely adapted from [24], and provides, under very specific conditions on the dictionary A, some range of values of $r$ such that the NNLASSO minimizer selects only time blocks from $P_{0}$.

Proposition 1 Assume that for all vectors $\boldsymbol{z}$ of length $\left|P_{0}\right|$ such that $\boldsymbol{z} \leq \mathbf{1}_{P_{0}}$ the following assumption holds:

$$
\begin{equation*}
\mathbf{G}_{\overline{P_{0}}, P_{0}} \mathbf{G}_{P_{0}, P_{0}}^{-1} \boldsymbol{z}<\left(1-\eta_{0}\right) \mathbf{1}_{\overline{P_{0}}} \tag{20}
\end{equation*}
$$

for some $0<\eta_{0}<1$. If the parameter $r$ is chosen such that

$$
\begin{equation*}
r>\max \left\{\frac{2 \alpha}{\eta_{0}} ; \frac{2 \sqrt{2} \sigma}{\eta_{0}} \sqrt{\frac{\log \left(N-\left|P_{0}\right|\right) p}{N}}\right\} \tag{21}
\end{equation*}
$$

then $\widehat{\boldsymbol{\beta}}(r)$ is supported by $P_{0}$ with probability tending to 1 as $N$ tends to infinity.
Proof: See Appendix B.
Though similar to standard conditions which ensure the consistency of LASSO appearing e.g. in [24], Proposition 1 is of little practical use, since the dictionary A does not satisfy the latter conditions. In light of (21), we can also remark that a good choice of the sparsity parameter depends on many terms ( $\alpha, P_{0}$ ) unknown in practice. This illustrates the need of
further results, since the question arose in this paper is whether and in which measure standard sparse methods could provide sufficiently good results even when theoretical conditions are not met. The two main theorems are based on the following proposition 2 , whose aim is to compare the true sparsity pattern with the NNLASSO one, for convenient choice of $r$, and adequate block thresholding. The short technical lemma (1), which is a direct consequence of the definition of $\mathcal{C}$, see (9), will be used in the proof.

Proposition 2 Define the following threshold value

$$
\begin{equation*}
\eta \triangleq \frac{E_{\min }^{2} \min _{i, j} \mathbf{G}(i, j)^{1 / 2}}{4(2 \tau+1) E_{\max }} \tag{22}
\end{equation*}
$$

and assume that $r$ satisfies

$$
\begin{equation*}
r+\alpha<\frac{E_{\min }^{2} \min _{i, j} \mathbf{G}(i, j)^{1 / 2}}{2 E_{\max }} \tag{23}
\end{equation*}
$$

Then, there exists $0 \leq \rho \leq 1$ (dependent on $r$ and $\eta$, but independent of $\boldsymbol{\beta}$ ) such that, for all $k$ in $P_{0}$, there is an integer $m$ in $\mathcal{T}_{\rho}(k)$ so that $\left\|\widehat{\boldsymbol{\beta}}_{m}\right\|_{1} \geq \eta$ with probability greater than

$$
\begin{align*}
& 1-p \mathfrak{t}\left(\sqrt{N} \frac{E_{\min }^{2} \min _{i, j} \mathbf{G}(i, j)^{1 / 2}}{4 E_{\max } \sigma}\right) \\
&  \tag{24}\\
& -p(2 \tau+1) \mathfrak{t}\left(\sqrt{N} \frac{r-\alpha}{\sigma}\right) .
\end{align*}
$$

Conversely, there exists $0 \leq \mu \leq 1$ (dependent on $\eta$, but independent from $\boldsymbol{\beta}$ and $r$ ) such that, for any $k$ satisfying $\left\|\widehat{\boldsymbol{\beta}}_{k}\right\|_{1} \geq \eta$ we have:

$$
\begin{equation*}
\operatorname{Pr}\left(P_{0} \cap \mathcal{T}_{\mu}(k) \neq \emptyset\right)>1-\left\|\widehat{\boldsymbol{\beta}}_{k}\right\|_{0} \mathfrak{t}\left(\sqrt{N} \frac{r-\alpha}{\sigma}\right) \tag{25}
\end{equation*}
$$

Proof: See Appendix C.
Proposition 22 is of practical interest. Roughly speaking, it states that provided the threshold parameter of the post-processing steps and the sparsity parameter are set accordingly to (22) and (23), then any element of the close to optimal sparsity pattern $P_{0}$ has in his close vincinity an integer $k$ so that $\left\|\widehat{\boldsymbol{\beta}}_{k}\right\|_{1}$ is selected in step 2 of our algorithm, and conversely. Therefore, the latter result closely relates $J(\widehat{\boldsymbol{\beta}})$ after post-processing to $P_{0}$, thus connecting $\widehat{\lambda}(r, \eta)$ to $\lambda_{\text {opt }}$. It is clear that in practice, the value of $\alpha$ is unknown. However, the results still stands for smaller values of $\eta$, such as the one selected in the application section.

### 3.2 Confidence bounds for counting rate estimators

The two next theorems are strongly based on Proposition 2. They provide computable bounds of confidence intervals for $\widehat{\lambda}(r, \eta)-\lambda_{\text {opt }}$, where $\widehat{\lambda}(r, \eta)$ and $\lambda_{\text {opt }}$ were respectively
defined in (19) and (17). Recall that only the blocks of $\widehat{\boldsymbol{\beta}}(r)$ selected by the criterion $\left\|\widehat{\boldsymbol{\beta}}_{k}(r)\right\|_{1}>\eta$ are used to estimate the arrival times. In the next theorems, we define for brevity $\widehat{\boldsymbol{\beta}}(r, \eta)$ as the obtained vector after post-processing, that is

$$
\widehat{\boldsymbol{\beta}}(r, \eta) \triangleq\left[\widehat{\boldsymbol{\beta}}_{k}^{T}(r) 1\left(\left\|\widehat{\boldsymbol{\beta}}_{k}(r)\right\|_{1}>\eta\right)\right]_{0 \leq k \leq N-1}^{T}
$$

and for any subset $X$ of $\{0,1, \ldots, N-1\}$ defined as a union of discrete intervals, we denote by $I(X)$ the number of these intervals.

Theorem 1 Under the same assumptions and settings as in Proposition 2, and define $a_{\rho}, a_{\mu}$ as the integers satisfying $V_{a_{\rho}}(k)=\mathcal{T}_{\rho}(k), V_{a_{\mu}}(k)=\mathcal{T}_{\mu}(k)$, for any integer $k$ in $[\tau, N-1-\tau]$ (to avoid interval truncature). We get that

$$
\widehat{\lambda}(r, \eta)-\lambda_{o p t} \leq \lambda(r, \eta)
$$

$$
\begin{equation*}
\times\left[1-\frac{\widehat{T}_{\widehat{M}} / \Delta t}{a_{\rho}+\max J(\widehat{\boldsymbol{\beta}}(r, \eta))} \frac{I\left(\bigcup_{1 \leq j \leq \widehat{M}} V_{a_{\mu}}\left(\widehat{T}_{j}\right)\right)}{\widehat{M}}\right] \tag{26}
\end{equation*}
$$

with probability greater than

$$
1-p \mathbf{t}\left(\sqrt{N} \frac{E_{\min }^{2} \min _{i, j} \mathbf{G}(i, j)^{1 / 2}}{4 E_{\max } \sigma}\right)
$$

$$
-p(2 \tau+1) \mathfrak{t}\left(\sqrt{N} \frac{r-\alpha}{\sigma}\right)-\|\widehat{\boldsymbol{\beta}}(r)\|_{0} \mathfrak{t}\left(\sqrt{N} \frac{r-\alpha}{\sigma}\right)
$$

Proof: See appendix D.
Roughly speaking, Theorem 1 gives a lower bound to $\widehat{\lambda}(r, \eta)-\lambda_{\text {opt }}$ in terms of the NNLASSO sparsity block pattern, making it numerically computable. It is straightforward to see that the term between brackets in the lower bound of (26) is positive. The integers $\widehat{T}_{\widehat{M}} / \Delta t$, max $J(\widehat{\boldsymbol{\beta}}(r, \eta))$ are the extremities of the last interval in $J(\widehat{\boldsymbol{\beta}}(r, \eta))$, thus the shorter this interval is the less underestimated $\lambda_{\text {opt }}$ is. Moreover, the term $\widehat{M}^{-1} I\left(\bigcup_{1 \leq j \leq \widehat{M}} V_{a_{\mu}}\left(\widehat{T}_{j}\right)\right)$ is equal to one as soon as $\widehat{T}_{i}-\widehat{T}_{i-1}>a_{\mu}$ for all $1<i \leq \widehat{M}$, that is when the estimated times are sufficiently spaced. Note that this justifies our choice to define the $\widehat{T}_{i}$ 's as the beginnings of the open components, since times belonging to such an open component are not likely to have separated $a_{\mu}$-neighbourhoods. Thus, in the most favorable case, $\widehat{T}_{\widehat{M}}=\Delta t \max J(\widehat{\boldsymbol{\beta}}(r, \eta))$ and the number of components is equal to $\widehat{M}$, in other words

$$
\widehat{\lambda}(r, \eta)-\lambda_{o p t} \leq \lambda(r, \eta)\left(1+\frac{\max J(\widehat{\boldsymbol{\beta}}(r, \eta))}{a_{\rho}}\right)^{-1}
$$

thus showing that $\widehat{\lambda}(r, \eta)$ is close to $\lambda_{\text {opt }}$ with a high probability. The asymptotic study as well as theoretical insights on the lengths of intervals inside the NNLASSO timeblock pattern, in terms of $r$ and other quantities involved in the problem, are beyond the scope of the present paper. The next theorem provides a computable lower bound for $\widehat{\lambda}(r, \eta)-\lambda_{\text {opt }}$.

Theorem 2 Under the same assumptions and conventions used in Theorem 1, suppose moreover that

$$
\begin{equation*}
(\lambda \Delta t)^{2} N a_{\rho}<1 . \tag{27}
\end{equation*}
$$

Then

$$
\widehat{\lambda}(r, \eta)-\lambda_{o p t} \geq \widehat{\lambda}(r, \eta)
$$

$$
\begin{equation*}
\times\left[1-\frac{|J(\widehat{\boldsymbol{\beta}}(r, \eta))|}{\widehat{M}} \cdot \frac{\widehat{T}_{\widehat{M}} / \Delta t}{\max J(\widehat{\boldsymbol{\beta}}(r, \eta))-a_{\mu}}\right] \tag{28}
\end{equation*}
$$

with probability greater than

$$
\begin{aligned}
& 1-(\lambda \Delta t)^{2} N a_{\rho}-\left|P_{0}\right|\left[p \mathfrak{t}\left(\sqrt{N} \frac{E_{\min }^{2} \min _{i, j} \mathbf{G}(i, j)^{1 / 2}}{4 E_{\max } \sigma}\right)\right. \\
& \left.\qquad \quad-\left(p(2 \tau+1)+\|\widehat{\boldsymbol{\beta}}(r)\|_{0}\right) \mathfrak{t}\left(\sqrt{N} \frac{r-\alpha}{\sigma}\right)\right] .
\end{aligned}
$$

Proof: See appendix D.
In the latter, the quotient $\frac{|J(\widehat{\boldsymbol{\beta}}(r, \eta))|}{\widehat{M}}$ in (28) can be interpreted as some average number of active consecutive blocks after thresholding. Note that the probability given here is lower than the one in Theorem 1 .

## 4 Applications

We present in this section results on realistic simulations, which emphasize the effectiveness of the proposed approach when compared to a standard method (comparison to a fixed threshold and estimation of $\lambda$ by means of the idle times of the detector, see [20]). The proposed algorithm for counting rate estimation is then studied on a real dataset.

### 4.1 Results on simulations

### 4.1.1 Experimental settings

The performances of the proposed approach are investigated for 50 points of an homogeneous Poisson process whose intensity $\lambda$ varies from 0.1 to 0.4 , which corresponds to physical activities from $1.10^{6}$ and up to $4.10^{6}$ photons per second when the signal is sampled to 10 MHz . Those numbers are related to high or very high radioactive activities, as mentioned for example in [1]. The energies $\left\{E_{n}, n \geq 0\right\}$ are drawn accordingly to a Gaussian density truncated at 0 , with mean 50 and variance 5 . We present both results in the case of a good Signal Noise Ratio ( $\sigma=1$ ), as can be found in Gamma spectrometry applications.

Assuming that we observe $N$ points of the sample signal, the $j$-th column of the dictionary A is build accordingly to $(7)$. The grid $\boldsymbol{\theta}$ is taken uniform on $(0,10]^{2}$, with subdivision step
0.1. In order to check the robustness of the approach and its practical implementation for real-time instrumentation, the signals are simulated in two different settings:

- for each point of the Poisson process, a shape is taken randomly from the dictionary $A$; this case will later on be denoted by (I).
- for each point of the Poisson process, a shifted Gamma is created with randomly chosen parameters $\theta_{1}, \theta_{2}$. In our experiments, both parameters are drawn uniformly accordingly to $\theta_{1} \sim U([0 ; 10])$ and $\theta_{2} \sim U([0 ; 2])$ (case denoted by (II))

It is obvious that the standard framework for regression is (I); however, as mentioned earlier, we also want to investigate how the algorithm behaves when the dictionary is not rich enough to cover all the possible shapes, and check the effectiveness of the additional post-processing step introduced in the latter sections. This allows to use the proposed approach on realworld experiments where fast algorithms and small dictionaries for real-time implementations must be used. For one given activity, the estimator is computed 10000 times by means of the proposed method, and by means of the standard method aforementioned, both in (I) and (II) cases. Ideally, the parameters $\eta$ and $r$ should be chosen accordingly to (22) and (23); however, these bounds are unknown in a real-life experiment, for the radioactive source is generally unknown (and, consequently, so are $E_{\min }$ and $E_{\max }$ ). Both on simulations and real data validations, we found out that taking the parameter $\eta=3 \sigma$, and setting the parameter $r$ so that $\|\mathbf{y}-\mathbf{A} \widehat{\boldsymbol{\beta}}(r)\|_{2} \leq \sigma \sqrt{N}$ provided a good compromise between sparsity and good $\ell_{2}$ precision.

### 4.1.2 Simulation results and discussion

Figure 2 represents a portion of the simulated signal in case (II) for $\lambda=1$, as well as the provided estimation and estimated time arrivals. We can observe that the obtained regressor fits well the incoming signal, and that a careful choice of $r_{N}$ allows to find most of the arrival times. The boxplots displayed in Figures $3(\mathrm{a})$ and $3(\mathrm{~b})$ represent the distribution of the estimators of $\lambda$ (the actual value of $\lambda$ is displayed in the $x$-axis) when using the standard method counting rate estimation, and the results obtained by our method are given in Figures 3(c) and 3(d). It can be seen from these results that the proposed algorithm provides an estimator with smaller variance, thus making it more appropriate for counting rate estimation.

The high variance in the standard thresholding method can be easily explained. As $\lambda$ increases, so does the number of pileups, hence the number of individual pulses and arrival times are underestimated. Both phenomena yield a poor estimate of $\lambda$. Regarding the estimator obtained with the proposed algorithm, the results obtained in cases where $\lambda$ is high (e.g. greater than 0.15) are much better than those of the standard method: we observe a much smaller variance, and for the intensities 0.1 to 0.2 the obtained results are very close to the actual counting rate.


Figure 2: Simulated signal (blue) and NNLASSO regressor (red), with associated time arrivals.

When $\lambda$ becomes higher, several pulses are likely to start between two consecutive sampling points. Thus, the suggested algorithm may be misled in treating both as one single impulse, which explains why $\lambda$ is underestimated. However the data is obtained from a sampled signal, therefore the actual $\lambda$ cannot be well estimated when $\lambda \Delta t$ is too high. Indeed, a better insight is obtained when comparing the values of our estimate with $\lambda_{\text {opt }}$ instead of $\lambda$. This is done in Figures 4(a) and 4(b). We observe an almost linear fit between both estimators, in accordance with Theorems 1 and 2, thus showing numerically that the proposed approach provides values similar to $\lambda_{\text {opt }}$, which is the best estimate we could build from a full knowledge of $T_{n}$ and of the sampled signal.

### 4.2 Applications on real data

We applied the proposed method for counting rate estimation on real spectrometric data from the ADONIS system described in [3], which is sampled to 10 MHz . The actual activity is 400000 photons per second, which corresponds to an intermediate activity. Figure 5 shows the use of the proposed algorithm on a real dataset. It can be observed from the latter figures


Figure 3: Distribution of the obtained counting rate estimators.
that a very incomplete dictionary is more than sufficient to retrieve the starting points of each individual pulses. However, the post-processing step we suggest in this paper is required to estimate the activity of the radioactive source. The obtained estimated activity is 3.99.104, which conforms both to the simulations and the knowledge of the dataset.

We illustrate the importance of the post-processing steps for real data in Figure 6, and compare the performances of NNLASSO, the sparse Bayesian learning (SBL) of [27] and the reweighted $\ell_{1}$ procedure described in [8]. We observe that SBL seems to provide a better "inner-block sparsity", in the sense that SBL provides active blocks with fewer active coefficients. This is due to the fact that SBL performs usually better than NNLASSO when the columns of $\mathbf{A}$ are highly correlated. However, as it can be seen from the repartition of the coefficients, particularly for the coefficients indexes ranging from 1000 to 3000 , singles pulses are always reconstructed by means of several active consecutive blocks of $\mathbf{A}$, even


Figure 4: Comparison of $\hat{\lambda}$ with $\lambda_{\text {opt }}$.


Figure 5: Results on real data: input discrete signal (blue), and active/inactive blocks (red). We observe several well-separated pileups.
with methods providing sparser solutions than NNLASSO. This illustrates that in practice, the post-processing steps cannot be circumvented by improving sparsity.


Figure 6: Comparison of different sparse regression algorithms on real data

## 5 Conclusion

We presented in this paper a method based on sparse representation of a sampled spectrometric signal to estimate the activity of an unknown radioactive source. Based on a crude dictionary, we suggest a post-processed variation of a non-negative LASSO to estimate the number of individual electrical pulses and their arrival times. Results on simulations and real data both emphasize the efficiency of the method, and the small size of the dictionary make the implement for real-time applications accessible. It was theoretically shown that although the standard conditions are not met per se for NNLASSO to estimate the actual $P_{0}$, we can derive some conditions which guarantee that the number of individual pulses and arrival times are well estimated nevertheless. This is made possible by the fact that we do not wish to reconstruct the input signal, but rather find some partial information. Further aspects should focus on the joint estimation of $\lambda$ and the energy distribution, as
well as the estimation of the activity in a nonhomogeneous case, and should appear in future contributions.

## A Technical lemmas

Lemma 1 If $\boldsymbol{A} \boldsymbol{\beta} \in \mathcal{C}$ then for all index $m \in J(\boldsymbol{\beta})$ we have:

$$
\left\|\boldsymbol{\beta}_{m}\right\|_{1} \leq \frac{E_{\max }}{\min _{i, j} \mathbf{G}(i, j)^{1 / 2}}
$$

and

$$
\min _{i, j} \mathbf{G}(i, j)^{1 / 2} \frac{E_{\min }^{2}}{E_{\max }} \leq\left\|\mathbf{G} \boldsymbol{\beta}_{m}\right\|_{\infty}
$$

Proof: For all $m \in J(\boldsymbol{\beta})$ we have $E_{\min }^{2} \leq \boldsymbol{\beta}_{m}^{T} \mathbf{G} \boldsymbol{\beta}_{m} \leq E_{\max }^{2}$, and on the other hand

$$
\min _{i, j} \mathbf{G}(i, j) \cdot\left\|\boldsymbol{\beta}_{m}\right\|_{1}^{2} \leq \boldsymbol{\beta}_{m}^{T} \mathbf{G} \boldsymbol{\beta}_{m} \leq E_{\max }^{2}
$$

so the first assertion follows. The second is proved by using the previous result in the following way

$$
\begin{aligned}
E_{\min }^{2} \leq \boldsymbol{\beta}_{m}^{T} \mathbf{G} \boldsymbol{\beta}_{m} \leq\left\|\boldsymbol{\beta}_{m}\right\|_{1}\left\|\mathbf{G} \boldsymbol{\beta}_{m}\right\|_{\infty} & \\
& \leq \frac{E_{\max }}{\min _{i, j} \mathbf{G}(i, j)^{1 / 2}}\left\|\mathbf{G} \boldsymbol{\beta}_{m}\right\|_{\infty}
\end{aligned}
$$

This concludes the proof.
Lemma 2 Suppose a homogeneous Poisson process of intensity $\lambda$ is observed in the interval $[0, T]$, and let $\delta>0$ such that $\lambda^{2} T \delta<1$. The probability that all interarrival times are greater than $\delta$ is bounded from below by $1-\lambda^{2} T \delta$.

Proof: We compute the probability that one interarrival time is smaller than $\delta$. Denote by $T_{n}$ the $n$-th point of the process sample path, and by $N_{t}$ the number of points on $[0, t]$. It is known (see e.g. [2]) that

$$
\begin{aligned}
f_{\left(\left(T_{1}, \cdots, T_{n}\right) \mid N_{T}=n\right)}\left(u_{1}, \cdots, u_{n}\right) \\
\quad=f_{\left(U_{(1)}, U_{(2)}, \ldots, U_{(n)}\right)}\left(u_{1}, u_{2}, \ldots, u_{n}\right)=\frac{n!}{T^{n}} \mathbf{1}_{0=u_{0} \leq u_{1} \leq \cdots \leq u_{n} \leq T},
\end{aligned}
$$

where $\left\{U_{(i)}, i=1 \ldots n\right\}$ are the order statistics of $n$ independent random variables uniformly distributed on $[0, T]$. We get for $n \geq 2$ and $2 \leq i \leq n$ that

$$
P\left(T_{i}-T_{i-1} \leq \delta \mid N_{T}=n\right)=\frac{n!}{T^{n}} \operatorname{Vol}\left(\Omega_{i}\right)
$$

where $\Omega_{i} \triangleq\left\{0 \leq u_{1} \leq \cdots \leq u_{n} \leq T ; u_{i}-u_{i-1} \leq \delta\right\}$ and Vol denotes the volume of the latter space. For all $1 \leq k \leq n$ we set $\operatorname{incr}_{k}=u_{k}-u_{k-1}$ (and $u_{0}=0$ ), so it is equivalent to write

$$
\Omega_{i}=\left\{\text { incr }_{k} \geq 0,1 \leq k \leq n\right.
$$

$$
\left.\operatorname{incr}_{i} \leq \delta \text { and } \sum_{k=1}^{n} \operatorname{incr}_{k} \leq T\right\}
$$

We have now the decomposition of $\Omega_{i}$ along the (disjoint) slices defined by incr ${ }_{i}=t, 0 \leq$ $t \leq \delta$ :

$$
\Omega_{i}=\bigcup_{0 \leq t \leq \delta} \tilde{\Omega}_{i}(t) ;
$$

$$
\tilde{\Omega}_{i}(t) \triangleq\left\{\operatorname{incr}_{j} \geq 0, \text { for all } j \neq i, \operatorname{incr}_{i}=t ; \sum_{j \neq i} \operatorname{incr}_{j} \leq T-t\right\}
$$

Integrating now along the variable $t$ we obtain:

$$
\begin{aligned}
\operatorname{Vol}\left(\Omega_{i}\right) & =\int_{0}^{\delta} \operatorname{Vol}\left(\tilde{\Omega}_{i}(t)\right) d t \\
& =\int_{0}^{\delta} \frac{(T-t)^{n-1}}{(n-1)!} d t=\frac{1}{n!}\left[T^{n}-(T-\delta)^{n}\right]
\end{aligned}
$$

Hence we have $P\left(\left\{T_{i}-T_{i-1} \leq \delta\right\} \mid N_{t}=n\right)=1-\left(1-\frac{\delta}{T}\right)^{n}$ therefore we get for all $n \geq 2$ that

$$
\begin{aligned}
& P\left(T_{i}-T_{i-1} \leq \delta \text { for some } 2 \leq i \leq n \mid N_{t}=n\right) \\
& \quad \leq(n-1)\left[1-\left(1-\frac{\delta}{T}\right)^{n}\right]
\end{aligned}
$$

We can of course write that the same probability is equal to 0 as $n=0,1$. Due to the equality $\sum_{n \geq 2}(n-1) \frac{x^{n}}{n!}=(x-1) \exp (x)+1$, we get by conditioning that the probability that one interarrival time is smaller than $\delta$ is not greater than

$$
\begin{aligned}
& \exp (-\lambda T) \sum_{n \geq 2} \frac{\lambda^{n} T^{n}}{n!}(n-1)\left[1-\left(1-\frac{\delta}{T}\right)^{n}\right] \\
& =\lambda T-[\lambda(T-\delta)-1] \exp (-\lambda \delta)-1
\end{aligned}
$$

The lemma follows from Taylor inequality.

## B Proof of Proposition 1

In its very essence, the proof follows [24] with mild modifications. We introduce $\widehat{\boldsymbol{\beta}}_{0}(r)$ as the minimizer of the NNLASSO problem with sparsity parameter $r>0$ under the additional
constraint $J\left(\widehat{\boldsymbol{\beta}}_{0}(r)\right) \subseteq P_{0}$. The aim is to prove that, under the conditions stated in the result, this vector is a global minimizer of the unconstrained problem. Due to (18), the KKT conditions with the additional constraint are:

$$
\begin{gather*}
\frac{\mathbf{A}_{P_{0}}^{T}}{N}\left[\mathbf{A}_{P_{0}} \boldsymbol{\beta}+\boldsymbol{\delta}+\boldsymbol{\varepsilon}-\mathbf{A}_{P_{0}} \widehat{\boldsymbol{\beta}}_{0}(r)\right]=r \mathbf{z}_{P_{0}}  \tag{29}\\
\mathbf{z}_{P_{0}} \in(-\infty, 1]^{p\left|P_{0}\right|}
\end{gather*}
$$

We deduce from (29) the equality $\boldsymbol{\beta}-\widehat{\boldsymbol{\beta}}_{0}(r)=\mathbf{G}_{P_{0}, P_{0}}^{-1}\left[r \mathbf{z}_{P_{0}}-\frac{1}{N} \mathbf{A}_{P_{0}}^{T}(\boldsymbol{\delta}+\boldsymbol{\varepsilon})\right]$. Using this equality, $\widehat{\boldsymbol{\beta}}_{0}(r)$ will be a global minimizer of NNLASSO as soon as

$$
\frac{\mathbf{A}_{P_{0}}^{T}}{N}\left[\mathbf{A}_{P_{0}} \mathbf{G}_{P_{0}, P_{0}}^{-1}\left(r \mathbf{z}_{P_{0}}-\frac{\mathbf{A}_{P_{0}}^{T}(\boldsymbol{\delta}+\boldsymbol{\varepsilon})}{N}\right)+\boldsymbol{\delta}+\boldsymbol{\varepsilon}\right]<r \mathbf{1}_{\overline{P_{0}}}
$$

or, equivalently, when

$$
\left[\frac{\mathbf{A}_{\overline{P_{0}}}}{\sqrt{N}}-\frac{\mathbf{A}_{P_{0}}}{\sqrt{N}} \mathbf{G}_{P_{0}, P_{0}}^{-1} \mathbf{G}_{P_{0}, \overline{P_{0}}}\right]^{T} \frac{(\boldsymbol{\delta}+\boldsymbol{\varepsilon})}{\sqrt{N}} \quad<r\left[\mathbf{1}_{\overline{P_{0}}}-\mathbf{G}_{\overline{P_{0}, P_{0}}} \mathbf{G}_{P_{0}, P_{0}}^{-1} \mathbf{z}_{P_{0}}\right] .
$$

For convenience, we now define

$$
\mathbf{H} \triangleq \frac{\Delta \mathbf{A}_{\overline{P_{0}}}}{\sqrt{N}}-\frac{\mathbf{A}_{P_{0}}}{\sqrt{N}} \mathbf{G}_{P_{0}, P_{0}}^{-1} \mathbf{G}_{P_{0}, \overline{P_{0}}},
$$

and denote by $H_{i}$ the $i$-th column of $\mathbf{H}$. Note that $\mathbf{H}$ can be rewritten as

$$
\mathbf{H}=\left(I-\left(\frac{\mathbf{A}_{P_{0}}}{\sqrt{N}}\right) \mathbf{G}_{P_{0}, P_{0}}^{-1}\left(\frac{\mathbf{A}_{P_{0}}}{\sqrt{N}}\right)^{T}\right)^{T} \frac{1}{\sqrt{N}} \mathbf{A}_{\overline{P_{0}}}
$$

showing that the columns of $\mathbf{H}$ are the projections of the normalized columns of $\mathbf{A}_{\overline{P_{0}}}$ onto the orthogonal complement of the columns of $\mathbf{A}_{P_{0}}$. It thus follows that all columns the $H_{i}$ 's have normalized $\ell_{2}$-norm bounded by 1 since this is true for $\mathbf{A}_{\overline{P_{0}}}$. Due to assumption (20), it is sufficient that the following condition holds to get (30):

$$
\begin{equation*}
\max _{i} \frac{1}{\sqrt{N}} H_{i}^{T}(\boldsymbol{\delta}+\boldsymbol{\varepsilon})<r \eta_{0} \tag{31}
\end{equation*}
$$

we now use the fact that the random variable $H_{i}^{T} \varepsilon$ is Gaussian of variance less than $\sigma^{2}$, consequently:

$$
\begin{align*}
& P\left(\max _{i} \frac{1}{\sqrt{N}} H_{i}^{T} \varepsilon \geq \frac{r \eta_{0}}{2}\right) \\
& \leq \sum_{i} P\left(H_{i}^{T} \varepsilon \geq \frac{\sqrt{N} r \eta_{0}}{2}\right) \\
& \leq p(N-|P|) \mathfrak{t}\left(\frac{\sqrt{N} r \eta_{0}}{2 \sigma}\right) \tag{32}
\end{align*}
$$

In order to make (32) tend to 0 , we need that

$$
r \geq \frac{2 \sqrt{2} \sigma}{\eta_{0}} \sqrt{\frac{\log (N-|P|) p}{N}}
$$

Now we have also $\frac{1}{\sqrt{N}} H_{i}^{T} \boldsymbol{\delta} \leq \alpha$ by Cauchy-Schwarz inequality, and we have $\alpha<r \eta_{0} / 2$ as soon as $r>2 \alpha / \eta_{0}$. The result follows.

## C Proof of Proposition 2

We keep the same notations as in Appendix B Let $r>0$ be any sparsity parameter, and $\widehat{\boldsymbol{\beta}}(r)$ be the corresponding NNLASSO regressor, denoted shortly by $\widehat{\boldsymbol{\beta}}$ in the rest of this proof. The KKT conditions, combined with the inequality derived from Cauchy-Schwarz $\frac{1}{N} \mathbf{A}^{T} \boldsymbol{\delta} \leq \alpha \mathbf{1}_{p N}$, yields

$$
\frac{\mathbf{A}^{T}}{N}[\mathbf{A}(\boldsymbol{\beta}-\widehat{\boldsymbol{\beta}})+\boldsymbol{\delta}+\boldsymbol{\varepsilon}] \leq r \mathbf{1}_{p N}
$$

or, equivalently,

$$
\begin{equation*}
\frac{\mathbf{A}^{T} \mathbf{A}}{N} \boldsymbol{\beta}-(r+\alpha) \mathbf{1}_{p N}+\frac{\mathbf{A}^{T} \boldsymbol{\varepsilon}}{N} \leq \frac{\mathbf{A}^{T} \mathbf{A}}{N} \widehat{\boldsymbol{\beta}} . \tag{33}
\end{equation*}
$$

For some $k$ in $P_{0}$, it follows from (33) that

$$
\left\|\mathbf{G} \boldsymbol{\beta}_{k}\right\|_{\infty}-(r+\alpha)-\frac{1}{N}\left\|\mathbf{A}_{k}^{T} \boldsymbol{\varepsilon}\right\|_{\infty} \leq\left\|\mathbf{G}_{k, V_{\tau}(k)} \widehat{\boldsymbol{\beta}}_{V_{\tau}(k)}\right\|_{\infty}
$$

Define $0 \leq \rho \leq 1$; since all the coefficients of the Gram matrices considered are bounded by 1, we have

$$
\left\|\mathbf{G} \boldsymbol{\beta}_{k}\right\|_{\infty}-(r+\alpha)-\frac{1}{N}\left\|\mathbf{A}_{k}^{T} \boldsymbol{\varepsilon}\right\|_{\infty} \quad \leq(1-\rho) \sum_{l \in \mathcal{T}_{\rho}(k)}\left\|\widehat{\boldsymbol{\beta}}_{l}\right\|_{1}+\rho\left\|\widehat{\boldsymbol{\beta}}_{V_{\tau}(k)}\right\|_{1}
$$

We can say now two things: first, when $r+\alpha<\left\|\mathbf{G} \boldsymbol{\beta}_{k}\right\|_{\infty}$, we have

$$
\begin{aligned}
& \operatorname{Pr}\left(\frac{1}{N}\left\|\mathbf{A}_{k}^{T} \boldsymbol{\varepsilon}\right\|_{\infty}>\frac{\left\|\mathbf{G} \boldsymbol{\beta}_{k}\right\|_{\infty}-(r+\alpha)}{2}\right) \\
&<p t\left(\sqrt{N} \frac{\left\|\mathbf{G} \boldsymbol{\beta}_{k}\right\|_{\infty}-(r+\alpha)}{2 \sigma}\right) ;
\end{aligned}
$$

secondly, for any column $A_{n}$ of $\mathbf{A}$ which is active in $\widehat{\boldsymbol{\beta}},(33)$ reduces to the equality $\frac{A_{n}^{T}}{N}(\mathbf{A} \boldsymbol{\beta}+\boldsymbol{\delta}+\boldsymbol{\varepsilon})-$ $r=\frac{A_{n}^{T}}{N} \mathbf{A} \widehat{\boldsymbol{\beta}}$, and since $\widehat{\boldsymbol{\beta}}$ has non negative entries it follows that $\widehat{\beta}_{n}$ is smaller than $\frac{1}{N} A_{n}^{T}(\mathbf{A} \boldsymbol{\beta}+\boldsymbol{\delta}+\boldsymbol{\varepsilon})-$ $r$; now summing up these inequalities overall such $n \in \operatorname{Supp}\left(\widehat{\boldsymbol{\beta}}_{V_{\tau}(k)}\right)$ yields

$$
\left\|\widehat{\boldsymbol{\beta}}_{V_{\tau}(k)}\right\|_{1} \leq \frac{1}{N}\left\|\mathbf{A}_{V_{\tau}(k)}^{T} \mathbf{A} \boldsymbol{\beta}\right\|_{1}+\quad \sum_{n \in \operatorname{Supp}\left(\widehat{\boldsymbol{\beta}}_{V_{\tau}(k)}\right.}\left(\frac{1}{N} A_{n}^{T} \boldsymbol{\varepsilon}-r+\alpha\right) .
$$

Since every $n \in \operatorname{Supp}\left(\widehat{\boldsymbol{\beta}}_{V_{\tau}(k)}\right)$ can be expressed as $n=p l+s$ with $l$ in $V_{\tau}(k) \cap J(\widehat{\boldsymbol{\beta}})$ and $s \leq p$, we have

$$
\begin{aligned}
& \operatorname{Pr}\left(\sum_{n \in \operatorname{Supp}\left(\widehat{\boldsymbol{\beta}}_{V_{\tau}(k)}\right)}\left(\frac{1}{N} A_{n}^{T} \boldsymbol{\varepsilon}-r+\alpha\right)>0\right) \\
& \leq p(2 \tau+1) \mathfrak{t}\left(\sqrt{N} \frac{r-\alpha}{\sigma}\right)
\end{aligned}
$$

thus (35) yields

$$
\operatorname{Pr}\left(\left\|\widehat{\boldsymbol{\beta}}_{V_{\tau}(k)}\right\|_{1} \leq \frac{1}{N}\left\|\mathbf{A}_{V_{\tau}(k)}^{T} \mathbf{A} \boldsymbol{\beta}\right\|_{1}\right) \quad>1-p(2 \tau+1) \mathfrak{t}\left(\sqrt{N} \frac{r-\alpha}{\sigma}\right) .
$$

So far, we showed that

$$
\frac{1}{(1-\rho)\left|\mathcal{T}_{\rho}(k)\right|}\left[\frac{\left\|\mathbf{G} \boldsymbol{\beta}_{k}\right\|_{\infty}-(r+\alpha)}{2}-\rho \frac{1}{N}\left\|\mathbf{A}_{V_{\tau}(k)}^{T} \mathbf{A} \boldsymbol{\beta}\right\|_{1}\right] \quad \leq \max _{l \in \mathcal{T}_{\rho}(k)}\left\|\widehat{\boldsymbol{\beta}}_{l}\right\|_{1}
$$

with probability greater than

$$
1-p \mathfrak{t}\left(\sqrt{N} \frac{\left\|\mathbf{G} \boldsymbol{\beta}_{k}\right\|_{\infty}-(r+\alpha)}{2 \sigma}\right)-p(2 \tau+1) \mathfrak{t}\left(\sqrt{N} \frac{r-\alpha}{\sigma}\right) .
$$

Now, choosing $r$ accordingly to (23) and using Lemma 1 yields

$$
\frac{\left\|\mathbf{G} \boldsymbol{\beta}_{k}\right\|_{\infty}-(r+\alpha)}{2}>\frac{E_{\min }^{2} \min _{i, j} \mathbf{G}(i, j)^{1 / 2}}{4 E_{\max }}
$$

and if $\rho$ is taken equal to 0 the LHS of (37) is greater than $\eta$ as chosen in (22). On the other hand, the term $\frac{1}{N}\left\|\mathbf{A}_{V_{\tau}(k)}^{T} \mathbf{A} \boldsymbol{\beta}\right\|_{1}$ can be bounded by means of Lemma 1 as follows:

$$
\begin{aligned}
& \frac{1}{N}\left\|\mathbf{A}_{V_{\tau}(k)}^{T} \mathbf{A} \boldsymbol{\beta}\right\|_{1} \leq \sum_{l \in V_{\tau}(k)} \sum_{m \in V_{\tau}(\{l\})}\left\|\mathbf{G}_{\{l\},\{m\}} \boldsymbol{\beta}_{m}\right\|_{1} \\
& \leq p \sum_{l \in V_{\tau}(k)} \sum_{m \in V_{\tau}(\{l\})}\left(\max _{i, j} \mathbf{G}_{\{l\},\{m\}}(i, j)\right)\left\|\boldsymbol{\beta}_{m}\right\|_{1} \\
& \leq \frac{(2 \tau+1) \mathcal{G} p E_{\max }}{\min _{i, j} \mathbf{G}(i, j)^{1 / 2}}
\end{aligned}
$$

Therefore, if (23) holds, we introduce

$$
C_{r, \rho} \triangleq \frac{E_{\min }^{2} \min _{i, j} \mathbf{G}(i, j)^{1 / 2}}{E_{\max }}-\alpha-r-\frac{(2 \tau+1) \mathcal{G} p E_{\max }}{\min _{i, j} \mathbf{G}(i, j)^{1 / 2}} \rho
$$

and

$$
\begin{equation*}
\rho_{r} \triangleq \sup \left\{\rho \in[0,1] ; \eta \leq \frac{C_{r, \rho}}{(1-\rho)\left|\mathcal{T}_{\rho}(k)\right|}\right\}, \tag{38}
\end{equation*}
$$

thus inequality (37) shows that if $k \in P_{0}$ then there exists $m \in \mathcal{T}_{\rho_{r}}(k)$ such that

$$
\begin{aligned}
& \operatorname{Pr}\left(\left\|\widehat{\boldsymbol{\beta}}_{m}\right\|_{1} \geq \eta\right)>1-p \mathbf{t}\left(\sqrt{N} \frac{E_{\min }^{2} \min _{i, j} \mathbf{G}(i, j)^{1 / 2}}{4 E_{\max } \sigma}\right) \\
&-(2 \tau+1) p t\left(\sqrt{N} \frac{r-\alpha}{\sigma}\right),
\end{aligned}
$$

which completes the proof of the first part of Proposition 2. The converse part is proved using a similar argument as follows. For any $k$, we denote by $\operatorname{Supp}\left(\widehat{\boldsymbol{\beta}}_{k}\right)$ the set of indices of the non-zero entries in the vector $\widehat{\boldsymbol{\beta}}_{k}$. For $k$ chosen such that $\left\|\widehat{\boldsymbol{\beta}}_{k}\right\|_{1} \geq \eta$, then for all $n$ in $\operatorname{Supp}\left(\widehat{\boldsymbol{\beta}}_{k}\right)$ we have $\frac{1}{N} A_{n}^{T} \mathbf{A} \boldsymbol{\beta}=r+\frac{1}{N} A_{n}^{T} \mathbf{A} \widehat{\boldsymbol{\beta}}-\frac{1}{N} A_{n}^{T}(\boldsymbol{\delta}+\boldsymbol{\varepsilon})$. Considerations analog to those yielding (35),(36) allow to obtain:

$$
\sum_{n \in \operatorname{Supp}\left(\widehat{\boldsymbol{\beta}}_{k}\right)} \frac{1}{N} A_{n}^{T} \mathbf{A} \boldsymbol{\beta} \geq \sum_{n \in \operatorname{Supp}\left(\widehat{\boldsymbol{\beta}}_{k}\right)}\left[r-\alpha-\frac{1}{N} A_{n}^{T} \boldsymbol{\varepsilon}\right]
$$

$$
+\sum_{n \in \operatorname{Supp}\left(\widehat{\boldsymbol{\beta}}_{k}\right)} \frac{1}{N} A_{n}^{T} \mathbf{A}_{k} \widehat{\boldsymbol{\beta}}_{k}
$$

hence

$$
\begin{align*}
\operatorname{Pr}\left(\sum_{n \in \operatorname{Supp}\left(\widehat{\boldsymbol{\beta}}_{k}\right)} \frac{1}{N} A_{n}^{T} \mathbf{A} \boldsymbol{\beta}>\min _{i, j} \mathbf{G}(i, j)\left\|\widehat{\boldsymbol{\beta}}_{k}\right\|_{0} \eta\right) & \\
& >1-\left\|\widehat{\boldsymbol{\beta}}_{k}\right\|_{0} \mathfrak{t}\left(\sqrt{N} \frac{r-\alpha}{\sigma}\right) . \tag{39}
\end{align*}
$$

Now let $\rho$ in $[0,1]$, we can write similarly to (34)

$$
\begin{align*}
& \sum_{n \in \operatorname{Supp}\left(\widehat{\boldsymbol{\beta}}_{k}\right)} \frac{1}{N} A_{n}^{T} \mathbf{A} \boldsymbol{\beta} \\
&= \sum_{n \in \operatorname{Supp}\left(\widehat{\boldsymbol{\beta}}_{k}\right)} \frac{1}{N} A_{n}^{T} \mathbf{A}\left(\boldsymbol{\beta}_{\mathcal{T}_{\rho}(k)}+\boldsymbol{\beta}_{{\widetilde{\mathcal{J}_{\rho}(k)}}}\right) \\
&<\left\|\widehat{\boldsymbol{\beta}}_{k}\right\|_{0}\left(\left\|\boldsymbol{\beta}_{\mathfrak{T}_{\rho}(k)}\right\|_{1}+\rho\left\|\boldsymbol{\beta}_{\overline{\mathcal{T}_{\rho}(k)} \cap V_{\tau}(k)}\right\|_{1}\right) . \tag{40}
\end{align*}
$$

Since by Lemma 1 we have

$$
\left\|\boldsymbol{\beta}_{\overline{\mathcal{T}_{\rho}(k)} \cap V_{\tau}(k)}\right\|_{1} \leq \frac{\left|\overline{\mathcal{T}_{\rho}(k)} \cap V_{\tau}(k)\right| E_{\max }}{\left.\min _{i, j} \mathbf{G}(i, j)\right)^{1 / 2}}
$$

(39) leads to introduce the next correlation level, similarly to (38):

$$
\begin{aligned}
\mu \stackrel{\Delta}{=} \sup \left\{\rho \in[0 ; 1] ; \rho\left|\overline{\mathcal{T}_{\rho}(k)} \cap V_{\tau}(k)\right|\right. & \\
& \left.\leq \frac{\eta \cdot \min _{i, j} \mathbf{G}(i, j)^{3 / 2}}{E_{\max }}\right\} .
\end{aligned}
$$

Thus, (39) implies that whenever $\left\|\widehat{\boldsymbol{\beta}}_{k}\right\|_{1} \geq \eta$, one has

$$
\operatorname{Pr}\left(P_{0} \cap \mathcal{T}_{\mu}(k) \neq \emptyset\right)>1-\left\|\widehat{\boldsymbol{\beta}}_{k}\right\|_{0} \mathfrak{t}\left(\sqrt{N} \frac{r-\alpha}{\sigma}\right)
$$

which completes the proof.

## D Proofs of Theorem 1 and Theorem 2

We first prove Theorem 11: by Proposition 2, we have

$$
\begin{aligned}
& \operatorname{Pr}\left(\max P_{0}-a_{\rho} \leq \max J(\widehat{\boldsymbol{\beta}}(r, \eta))\right)>1 \\
&-p \mathfrak{t}\left(\sqrt{N} \frac{E_{\min }^{2} \min _{i, j} \mathbf{G}(i, j)^{1 / 2}}{4 E_{\max } \sigma}\right) \\
& \\
&-p(2 \tau+1) \mathfrak{t}\left(\sqrt{N} \frac{r-\alpha}{\sigma}\right)
\end{aligned}
$$

and moreover each of the maximal distinct intervals contained in $\bigcup_{1 \leq j \leq \widehat{M}} V_{a_{\mu}}\left(\widehat{T}_{j}\right)$ intersects $P_{0}$ under probability greater than

$$
\begin{aligned}
& 1-\sum_{k \in J(\widehat{\boldsymbol{\beta}}(r, \eta))}\left\|\widehat{\boldsymbol{\beta}}_{k}(r)\right\|_{0} t\left(\sqrt{N} \frac{r-\alpha}{\sigma}\right) \\
& \geq 1-\|\widehat{\boldsymbol{\beta}}(r)\|_{0} \mathfrak{t}\left(\sqrt{N} \frac{r-\alpha}{\sigma}\right)
\end{aligned}
$$

thus under the same probability we have $I\left(\bigcup_{1 \leq j \leq \widehat{M}} V_{a_{\mu}}\left(\widehat{T}_{j}\right)\right) \leq\left|P_{0}\right|$, and combining these two results we obtain the lower bound

$$
\lambda_{o p t} \geq \frac{1}{\Delta t} \frac{I\left(\bigcup_{1 \leq j \leq \widehat{M}} \mathcal{T}_{\mu}\left(\widehat{T}_{j}\right)\right)}{a_{\rho}+\max J(\widehat{\boldsymbol{\beta}}(r, \eta))}
$$

which is equivalent to (26) after factorization by $\widehat{\lambda}(r, \eta)$.
Theorem 2 is proved in a similar manner. Using again Proposition. (2), we have

$$
\operatorname{Pr}\left(\max J(\widehat{\boldsymbol{\beta}}(r, \eta))-a_{\mu} \leq \max P_{0}\right) \quad>1-\left\|\widehat{\boldsymbol{\beta}}_{\max J(\widehat{\boldsymbol{\beta}}(r, \eta))}\right\|_{0} \mathfrak{t}\left(\sqrt{N} \frac{r-\alpha}{\sigma}\right) .
$$

Using the same argument as above, we also get that

$$
|J(\widehat{\boldsymbol{\beta}}(r, \eta))| \geq I\left(\bigcup_{k \in P_{0}} V_{a_{\rho}}(k)\right)
$$

with probability greater than
$1-\left|P_{0}\right|\left[p t\left(\sqrt{N} \frac{E_{\min }^{2} \min _{i, j} \mathbf{G}(i, j)^{1 / 2}}{4 E_{\max } \sigma}\right)\right.$

$$
\left.-p(2 \tau+1) \mathfrak{t}\left(\sqrt{N} \frac{r-\alpha}{\sigma}\right)\right]
$$

Now the $a_{\rho}$-neighbourhoods $V_{a_{\rho}}(k)$ for $k \in P_{0}$ are all disjoint with probability bounded as in Lemma 2 when taking $T=N \Delta t$; the result follows
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